


ture, i.e., are they more speci c to certain places or re-
gions? To answer this question, we will perform marked
point pattern analysis for all aggregated yaks and tweets
for each LDA topic and then compare how many of these
topics show a strong spatial dependency. Intuitively, if
one would plot all yaks about a speci ¢ LDA topic on a
map, these plots would show a clustering pattern more
often than for data from Twitter.

RQ3 Given that there is no 140 character limit for yaks,
limited hastag usage, and the audience is predominantly
college students, is there a di erence between the read-
ability of yaks versus tweets? To address this questions,
we will compare reading ease and grade level. Intuitively,
yaks should have a higher grade level on average.

An in-depth analysis and comparison with other location-
based social networks is left for future work.

2. DATA

Approximately 800,000 Yik Yak posts, or yaks, were col-
lected from the greater Los Angeles area over a ve month
period starting in December of 2014. A grid with cells mea-
suring 1 square mile was placed over the greater Los An-
geles area (as de ned by the 2013 US Census Urban Areas
dataset) and the unstructured text content of all yaks were
spatially aggregated into regions based on these grid cells.
Given the 1.5 mile radius of in uence and coordinate round-
ing (to two decimal places) of the yak location, if a unique
yak identi er was discovered in more than one grid cell, the
coordinates were averaged and the yak was assigned to the
grid cell that contained the averaged location.

After collection, the data were cleaned to remove duplicate
and empty yaks as well as those which only contained emoti-
cons® or other special characters. After cleaning, 664,839
yaks were used for exploration and analysis. The average
length of a yak in this dataset is 66.6 characters long with a
standard deviation of 42.2 characters.

By way of comparison, a set of tweets were accessed for
the same region during the same time frame. These tweets
were aggregated to the same spatial grid of 4559 cells. Af-
ter cleaning, removing replies and URLs (and hashtags for
topic modeling), 684,793 tweets remained and were used for
analysis in this research.

3. THEMES AND KEYWORDS

This section explores the themes that are found in both the
Yik Yak and Twitter datasets. A topic modeling approach
was applied to extract topics from both of the datasets inde-
pendently. A latent Dirichlet allocation (LDA) topic model
[2] was used with a number of 40 topics speci ed. LDA takes
a bag-of-words approach to extracting topics from text by
examining the co-occurrence of words in a document (aggre-
gate of content within a grid cell j in our case) and describes
a document as a probabilistic distribution, j, across topics.
Running two separate models for Yaks and Tweets produced
two sets of 40 topics allowing us to describe each grid cell,
j in the dataset as 1) a distribution of Yak topics ( }() and
2) a distribution of Tweet topics ( ;).

A metacommunicative pictorial representation of a facial expression.

Multidimensional Scaling

Through the LDA process, each word in the corpus (set of
tweets or yaks) is given a probability value for its occurrence
in each topic. A exhaustive set of words was constructed by
combining all words from both the Yik Yak (110,770) and
Twitter (82,089) datasets. A total of 30,905 common words
were found between both datasets, resulting in a total set of
161,954 words. An overall word-probability distribution for
each topic in each of the two datasets was then constructed
by taking the probability of the word in the given topic (in
many cases this was 0 given that many Yak terms did not
appear in the Tweet dataset and vice versa) and normalized
so that the sum of each topic distribution equaled to 1.

Every topic J in each of the datasets was then compared
to each other topic using Jensen-Shannon distance (JSD)
[7, 8] to measure dissimilarity between topics. A distance
matrix of these JSD values was produced as input to a met-
ric multidimensional scaling. Among other features, mul-
tidimensional scaling (MDS) visually depicts the similarity
between items in a dataset (topics in tweets and yaks) by
reducing their dimensionality (2, in our case) while trying
to preserve inter-object distance. Figure 1 shows a two-
dimensional MDS scatterplot of Yik Yak and Twitter topics.
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Figure 1: Multidimensional scaling applied to Jensen-Shannon
distance values calculated from combined Twitter{Yik Yak
weighted word vectors.

The results show a clear grouping of dataset-speci ¢ top-
ics extracted from the Twitter data (red circles) and those
pulled from the Yik Yak data (green triangles). Only a few
topics are similar across these social networks. For exam-
ple, Yik Yak topic 39 is relatively similar to Twitter topic 6.
In looking at the most prevalent terms within these topics
(Figures la and 1b) one notices some common words. In
contrast, Yik Yak topic 36 and Twitter topic 32 are highly
dissimilar. This is supported through examination of the top
words associated with the topics (Figures 1c and 1d). This
is an interesting nding and important for the exploration of
di erences in the spatial distribution of patterns described









