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ABSTRACT

This study evaluates how the location and duration of an incident affect delays near a recurrent bottleneck. Using conventional kinematic wave theory and some dimensional analysis, it provides the tools to determine whether an incident will cause “generalized delays” (i.e., delays that have a lingering effect for the whole length of the rush hour) according to its magnitude, location, and duration. The results apply to a broad range of cases, encompassing many types of facilities and incidents. Furthermore, the results can be used as a foundation for the development and implementation of new strategies to obtain significant reductions in delay. The value of fault-free surveillance is also analyzed and presented as part of an optimization problem for the location of roadside assistance vehicles. It is found that this value is very high; which could justify the installation of advanced traffic monitoring schemes near major bottlenecks.
1. INTRODUCTION
Traffic incidents are known for their disruptive consequences on traffic flow. If traffic is congested, they can affect large portions of a transportation network. Their effects can be magnified many fold if the incidents occur near major recurrent bottlenecks such as bridges or merges.

This paper uses kinematic wave theory (1, 2) to classify incidents occurring near recurrent bottlenecks according to the delay they add to the system. Formulas are presented to predict this extra delay as a function of the characteristics of the highway, the bottleneck and the incident—i.e., its magnitude, duration, and location. These formulas can be used to design strategies for the detection and removal of incidents with roadside assistance vehicles. This paper presents a simple case with a single link and a single bottleneck. Two strategies are compared: a system that integrates surveillance and response using only floating trucks (i.e. tow trucks moving around), and another that uses tow trucks only to remove incidents and a separate surveillance method (e.g., video cameras) to detect them. The results are surprising. It is found that separate surveillance reduces the number of tow trucks by more than 50%; sometimes considerably more. These results are important because they suggest how to best allocate freeway surveillance and assistance resources, and that the benefits of doing so can be considerable.

The paper is arranged as follows: Section 2, below, states the problem in terms of kinematic wave theory. Section 3 shows how a generic incident impact problem can be solved, and Section 4 summarizes the results in a readily usable way. Section 5 uses those results to find the optimal location of roadside assistance vehicles and the ensuing societal “cost”, assuming that incidents are instantaneously detected (e.g., with a video surveillance system). The Section also evaluates a system that uses floating trucks to both detect and remove incidents, and compares it with the video surveillance approach.

2. PROBLEM STATEMENT
This paper relates the consequences of an incident occurring near a bottleneck, to the characteristics of the incident, the bottleneck and the highway. Figures 1a and 1b show a schematic representation of an incident both upstream and downstream of a recurrent bottleneck.

The symbols appearing in the figure, \( Q \) and \( B \), represent the highway capacity (veh/time), and the capacity of the recurrent bottleneck. The variable \( q \) represents the capacity at the incident site. It is assumed that the incident is located a distance \( d \) from the bottleneck, and that it creates immediately downstream a rubbernecking zone of length \( l \) where speed is reduced (drivers might reduce their speed because of safety reasons or just to look at the incident; the actual cause is not relevant to this paper). The capacity in the rubbernecking zone is \( q \), even if the zone overlaps with the bottleneck, as shown in Figure 1c.

To model traffic conditions, the hydrodynamic theory of traffic flow is used (1, 2) with a triangular relationship between flow and density. Empirical evidence suggests that this is reasonable (3, 4, 5, 6). Figure 2 shows the flow-density diagrams for the three relevant portions of highway: the recurrent bottleneck, the incident site and the rest of the highway. Note that in the figure, the free-flow speed is assumed to be \( V \) everywhere, except in the rubbernecking zone, where it is \( v \leq V \). We also assume, as shown in the figure, that the wave speed, \( W \), is the same everywhere.

Since we are interested in examining the effect of incidents when they can do the most damage (i.e., during the rush hour) we will assume that the bottleneck is “active” when the
incident occurs. (An active bottleneck is defined (7) as one discharging at its maximum capacity with a queue upstream and free flowing conditions downstream). We will also limit the analysis to cases where \( q < B \). This ensures meaningful results, for otherwise the incident would cause no queuing disturbance at all, given that it occurs downstream of the bottleneck or within the queue directly upstream of the bottleneck.

### 3. INCIDENT IMPACT MODEL

This section uses kinematic wave theory to show how the intrinsic characteristics of an incident \((l, q, v)\) together with its location \(d\) and its duration, influence overall system delay. We shall see that if incidents are removed quickly enough, they cause delay to just a few vehicles. On the other hand, if their duration exceeds a "critical time", \(t_c\), the effects might last for the whole rush hour. This critical time turns out to play an important role in incident management strategies.

Figures 3a and 3b show four different scenarios in which an incident has occurred near a bottleneck. The time-space diagrams have been drawn according to the flow-density relations of Figure 2, and the different numbers correspond to the traffic states defined there. The dotted lines represent vehicle trajectories, the continuous light lines waves, and the dark lines the actual trajectories of typical vehicles with and without the incident.

Figure 3a shows two short-duration incidents, upstream and downstream of the bottleneck. In the upstream case (bottom of figure), the actual and the theoretical trajectories meet before reaching the bottleneck. Therefore, the typical vehicle suffers no delay at all, since it passes the bottleneck at the same time whether or not there is an incident. In the downstream case, vehicles that encounter the incident suffer some delay (localized delay), but the vehicles that come after the queue generated by the incident vanishes are not affected. Note too that in both cases of part (a) the flow through the bottleneck is the same with and without the incident.

Figure 3b shows the same two incidents, but with a longer duration. The critical difference is that in this case the waves reach the bottleneck, reducing its flow and delaying every vehicle from then on, even after the incident has been removed. Thus, in this case, the incident creates generalized delays that last for the length of the rush hour. Obviously, for a given incident location, we can define a critical duration \(t_c\) that separates cases (a) and (b). For this critical duration, the deceleration and acceleration waves meet right at the bottleneck.

Note that in Figure 3b the actual and theoretical trajectories for a typical vehicle never meet. Their final separation, \(\tau\), is the delay experienced by the vehicle, which (as the reader can verify) is the same for every vehicle until the end of the rush hour. Figure 4 shows an input-output diagram depicting the cumulative flows through the bottleneck for the bottom part of Figure 3b. (The top part of Figure 3b would yield a similar diagram). The left-most curve of Figure 4 gives the desired arrival time of each vehicle at the bottleneck, the middle curve the departure time without the incident, and the right-most curve the actual departure time. The horizontal separation between the last two curves, \(\tau\), is the extra delay caused by the incident. The diagram clearly shows that when a recurrent bottleneck is affected by an incident, its discharge rate decreases temporarily to \(q\) and the capacity loss is felt until the end of the rush hour. The shaded region in Figure 4 represents the total extra delay caused by the super-critical incident of Figure 3b. We now use these ideas to develop a general solution.

### 4. GENERAL SOLUTION

We consider the upstream case (bottom of Figure 3) first. As shown in Figure 3, the deceleration and acceleration waves change their speed if a rubbernecking zone exists. The acceleration wave
travels at a speed $v$ in the rubbernecking zone, and at the free flow speed $V$ further downstream. Consideration of the diagrams also reveals that the speeds of the deceleration shockwave in the rubbernecking zone ($s$) and in the rest of the highway ($S$) are:

$$s = \frac{B - q}{Q \left( \frac{1}{V} + \frac{1}{W} \right) - \frac{B}{W} - \frac{q}{v}},$$  \hspace{1cm} (1a)$$

and

$$S = \frac{B - q}{Q \left( \frac{1}{V} + \frac{1}{W} \right) - \frac{B}{W} - \frac{q}{v}}.$$  \hspace{1cm} (1b)$$

Further analysis of Figure 3b reveals that the critical incident duration must satisfy:

$$\frac{t_c}{d} = \left( \frac{1}{l} \right) \left( \frac{1}{S} - \frac{1}{V} \right) + \left( \frac{1}{d} \right) \left( \frac{1}{s} - \frac{1}{v} \right).$$  \hspace{1cm} (2a)$$

Note that if there are no rubbernecking effects ($v = V$), then $s = S$ and Equation 2a reduces to,

$$t_c = \left( \frac{d}{S} - \frac{d}{V} \right).$$  \hspace{1cm} (2b)$$

This is logical; the critical time is just the difference in the trip times of the acceleration and deceleration waves from the incident to the bottleneck. Since it is usually the case that $v \approx V$ and $V >> S$, a rough approximate for $t_c$ is

$$t_c \approx \frac{d}{S}.$$  \hspace{1cm} (2c)$$

Since the general solution of our problem includes 8 input parameters ($B, Q, q, V, v, W, l, d$), plus the result, $t_c$, it is useful to express it in terms of as few dimensionless groups of variables as possible. We define $\alpha = l - q/B$, $0 \leq \alpha \leq 1$ (incident capacity as a function of bottleneck capacity), and $\beta = l - B/Q$, $0 \leq \beta \leq 1$ (bottleneck capacity as a function of highway capacity); and find after a few manipulations that Equations 1 and 2 reduce to:

$$t_c = \frac{\beta}{(1 - \beta)} \frac{V}{\alpha} + \frac{l}{d} \frac{1}{\alpha} \frac{V}{\alpha}.$$  \hspace{1cm} (3a)$$

As in Equation 2a, the second term on the right-hand side can be neglected if, as it is usual, $v \approx V$ and $l << d$. Since $V/W \approx 5$ in all highways on which observations have been made (6, 8), we can then write:

$$t_c = \frac{6}{(1 - \beta)} \frac{\beta}{\alpha}.$$  \hspace{1cm} (3b)$$

Figure 5 displays Equation 3b.

If the analysis is now repeated for the downstream problem (top of Figure 3) we find that it is almost symmetric to that one upstream, with only two differences: in the downstream case (i) there is always some localized delay, and (ii) rubbernecking never affects $t_c$. Thus, Equation 3b and Figure 5 are better approximations when the incident occurs downstream of the bottleneck. The exact solution is then given by Equation 2b.

Furthermore, note that incidents occurring inside a bottleneck have exactly the same effect as incidents at a distance zero from the bottleneck. In that case the critical duration is zero.
and the generalized delays cannot be avoided. Moreover, when an incident occurs inside the recurrent bottleneck, even if there is no lane blockage but only rubbernecking, there will be generalized delays. The same is true for an incident where \( l \) is greater than or equal to \( d \), as in Figure 1c.

Finally note from Figure 4 that if an incident exceeds the critical duration by an amount \( \Delta \), then it induces an extra delay per vehicle equal to

\[
\tau = \Delta \cdot \alpha . 
\]  

This shows the importance of avoiding lengthy super-critical incidents with proper management strategies. As revealed in the next section, Equations 3 and 4 can be used to guide freeway service patrols.

5. APPLICATION: THE VALUE OF SURVEILLANCE

Our prior results are now applied to single link/single bottleneck systems to determine the optimal location of a roadside assistance vehicle, assuming that the freeway is under constant surveillance.

A link is a segment of highway (with one direction) with homogeneous traffic conditions between an on-ramp and an off-ramp. A network is composed of many links. Here, a link of variable length \( D \), located directly upstream of the bottleneck, will be analyzed.

Recall that the extra delay per vehicle caused by an incident is described by Equation 4, and

\[
\Delta = t_r + t_a - t_c ,
\]  

where \( t_r \) is the removal time – how long the roadside assistance vehicle takes to remove the incident; \( t_a \) is the approach time – how long the roadside assistance vehicle takes to reach the location of the incident; and \( t_c \) is the critical time found in Section 4.

Since \( t_c \) is an increasing linear function of \( d \) (see Equation 2b), incidents close to the bottleneck are more likely to cause extra delays than incidents farther away. Figure 6 shows how \( \tau \) depends on \( d \) for \( t_a=0 \) and \( t_a>0 \). The vertical separation between the two dark lines is the portion of the delay that can be avoided by faster response. Note that this separation declines toward zero for \( d>Z \). If \( d<Z \) it is impossible to avoid generalized delays, even with an instantaneous response. If \( d>Z \) generalized delays can be avoided if \( t_a \) does not exceed a maximum \( T_a(d) \) (dashed line in Figure 6). The distance \( Z \) is obtained by setting \( t_r=t_c \) and using Equation 3b. The result is:

\[
Z = \frac{t_r \cdot V \cdot \alpha \cdot (1-\beta)}{6 \cdot \beta} .
\]  

Note that Equation 6 ignores rubbernecking effects.

The expression for \( T_a(d) \) is:

\[
T_a = 0 \quad \text{if } d<Z
\]  

\[
T_a = \frac{6 \cdot \beta}{\alpha \cdot (1-\beta)} \cdot \frac{d}{V} - t_r . \quad \text{if } d>Z
\]  

We now use Equations 5-7 to evaluate the effects of two different incident response strategies. With the first strategy (I), a single roadside assistance vehicle is stopped at a location to be determined, \( x \) distance units away from the bottleneck, and a separate surveillance system (e.g. video cameras) is used. With the second strategy (II), the assistance vehicle travels in a loop and acts as surveillance equipment. For both strategies we assume that the assistance vehicle travels at a speed \( u \) while on the link, and at a speed \( u' \) while outside (traveling to the upstream
end of the link to reposition itself) with a total cycle time $C$. We also assume that the assistance vehicle does not serve any other link while repositioning.

$$C = \left( \frac{D}{u} + \frac{D}{u'} \right).$$  \hspace{1cm} (8)

Figures 7a and 7b show $t_a$ as a function of the distance from the incident to the bottleneck for strategies I and II. The dashed line represents $T_a(d)$, the solid line in Figure 7a represents $t_a(d,x)$, and the point in Figure 7b represents $t_a\sim U[0,h]$. Avoidable delay $\gamma$ only arises when $t_a>T_a(d)$; i.e., when the solid line or the point are above the dashed line. Note that the location of the incident, $d$, is uniformly distributed between 0 and $D$.

If strategy I is used (Figure 7a), the approach time depends on $d$, and the initial position of the assistance vehicle, $x$. Equations 9a and 9b can be used to calculate the expected avoidable delay per vehicle for two possible scenarios.

$$E(\gamma_I) = \alpha \cdot \left( \frac{1}{D} \right) \int_0^D \left[ T_a(d,x) - T_a(d) \right] dd$$  \hspace{1cm} \text{if } Z>D, \hspace{1cm} (9a)

and

$$E(\gamma_I) = \alpha \cdot \left( \frac{1}{D} \right) \int_0^Z \left[ T_a(d,x) - T_a(d) \right] dd + \alpha \cdot \left( \frac{1}{D} \right) \int_Z^D \left[ T_a(d,x) - T_a(d) \right] dd$$  \hspace{1cm} \text{if } Z<D, \hspace{1cm} (9b)

where

$$Z_1 = \frac{x/u + t_r}{\frac{1}{u} + 6 \cdot \frac{\beta}{\alpha \cdot V \cdot (1-\beta)}},$$  \hspace{1cm} (10a)

and

$$Z_2 = \frac{x/u + t_r + C}{\frac{1}{u} + 6 \cdot \frac{\beta}{\alpha \cdot V \cdot (1-\beta)}}.$$  \hspace{1cm} (10b)

If $Z>D$ (Equation 9a), the optimal position of the truck is at the end of the link, and no optimization is required ($x*=D$). On the other hand, if $Z<D$ (Equation 9b), one needs to find the optimal value of $x$ that minimizes $E(\gamma_I)$. (Fortunately, when $Z<D$, $x*$ is always greater than $Z$, and Equation 9b is always valid). The solution must be feasible ($Z<x<D$), otherwise, the optimal location of the truck is at the end of the link ($x*=D$), and $E(\gamma_I)$ can be computed using only the first term on the right-hand side of Equation 9b.

If strategy II is used (Figure 7b) the expected approach time at every point is uniformly distributed with values between 0 and the headway $h$,

$$h = \frac{C}{N}$$  \hspace{1cm} (11)

where $N$ is the number of roadside assistance vehicles ($N=1$ in Figure 7b) and $C$ is the cycle time defined in Equation 8. Hence, the expected avoidable delay at a location $d$ is,

$$E(\gamma_{II}|d,t_a,N) = \alpha \cdot \max \{t_a - T_a(d),0\}.$$  \hspace{1cm} (12)

Therefore, the expected avoidable delay across the whole link is:

$$E(\gamma_{II}) = \alpha \cdot \left( \frac{1}{D} \right) \int_0^D \frac{h}{2} dd$$  \hspace{1cm} \text{if } D<Z, \hspace{1cm} (13a)
\[ E(y_{II}) = \alpha \cdot \left( \frac{1}{D} \right) \int_{0}^{D} h \cdot \left( \frac{h - T_a(d)}{h} \right) \cdot \left( \frac{h - T_a(d)}{h} \right) \cdot \left( \frac{h - T_a(d)}{2} \right) \, dd \] 

if \( Z < D < Z_3 \), \hspace{1cm} (13b)

and

\[ E(y_{II}) = \alpha \cdot \left( \frac{1}{D} \right) \int_{0}^{D} h \cdot \left( \frac{h - T_a(d)}{h} \right) \cdot \left( \frac{h - T_a(d)}{h} \right) \cdot \left( \frac{h - T_a(d)}{2} \right) \, dd \] 

if \( Z < Z_3 < D \), \hspace{1cm} (13c)

where

\[ Z_3 = \frac{(t_r + h) \cdot V \cdot \alpha \cdot (1 - \beta)}{6 \cdot \beta} \]. \hspace{1cm} (14)

Finally, if one wants to know the value of permanent surveillance, one can solve for \( N \) making the expected delay for strategies I and II equal. The obtained value represents the number of roadside assistance vehicles required to obtain the same service with floating trucks than with one stopped truck. The magnitude of \( N \) will dictate the best strategy to be used. Such decision should be based on the cost of operating \( N-1 \) extra trucks versus the cost of implementing new surveillance technology.

Figure 8 shows \( N-1 \) as a function of the length of the link \( D \) \((0.25 \text{ miles (0.4 km)} < D < 3 \text{ miles (4.8 km)})\). Some of the values have been fixed so numerical results can be provided.

- \( V = 60 \text{ mph (96 km/hr)} \),
- \( W = 12 \text{ mph (19 km/hr)} \),
- \( u = 25 \text{ mph (40 km/hr)} \), and
- \( u' = 15 \text{ mph (24 km/hr)} \).

The removal time \( t_r \) has been set to two different values: 5 \text{ min} if the incident is removed quickly, and 20 \text{ min} if the incident is removed slowly. Finally, the magnitude of the accident \( \alpha \) has been set to three different levels: 0.75 for large incidents, 0.5 for medium size incidents, and 0.25 for small incidents. The graphs show a family of curves for different bottleneck sizes, \( \beta = 0.1, 0.3, 0.5, \) and 0.7.

Each curve shows at most three regimes. The first one for \( Z > x^* = D \), the second one for \( Z < x^* < D \), and the third one for \( Z < x^* = D \). In the first regime the curve is totally flat, while in the second and third regimes the curve bends up and down, respectively.

The results shown in these graphs are surprising. In most of the cases the \( N-1 \) values are above 1. Moreover, when the capacity of the recurrent bottleneck is similar to that of the highway \( (\beta=0.1) \), the \( N-1 \) values do not vary too much with the length of the link. In addition, the number of extra trucks is generally smaller for long removal times and/or more severe incidents \( (\text{larger } \alpha) \). In strategy I the optimal location of the truck with respect to the bottleneck is affected by the magnitude of the incident \( (\text{the smaller the incident, the closer to the bottleneck}) \). However, in order to achieve the same results with strategy II, more trucks are required. Hence, strategy I becomes more valuable in cases where the magnitude of the incident is relatively small or its removal time is relatively short.

In summary, the graphs in Figure 8 show that very often a separate surveillance system reduces the number of roadside assistance vehicles by more than 50\%. This suggests that a widespread used of a strategy I might bring substantial benefits. With strategy I, a smaller number of roadside assistance vehicles can be used to provide the same service as with strategy II, or if the same number of assistance vehicles is used, better service can be provided.
6. FINAL REMARKS
Nowadays, most of the Departments of Transportation recognize the significance of incidents near recurrent bottlenecks. The next step is to categorize those incidents according to their location, magnitude, and duration, and be able to respond accordingly. Allocation of resources as well as selection of the surveillance equipment and accidents’ removal strategies can still be improved.

The example presented in Section 5 is a basic case illustrating one of many applications of the analysis performed in the first four sections. The results are very important because they suggest that considerable benefits can be obtained if a separate surveillance system is used in the area close to the bottleneck. These findings are consistent with Caltrans’ current practices. California’s Department of Transportation generally uses floating trucks to detect and remove traffic incidents. However, in locations close to recurrent bottlenecks such as the Bay Bridge in San Francisco, Caltrans employs a separate surveillance system and keeps its trucks stopped at one place.

This paper is the first step towards more complete optimization problems. The ideas here can be extended to more complex networks and more realistic problems including:
- a distribution of different sizes of incidents, probably based on historical data,
- incidents upstream of the queue,
- multiple incidents,
- multiple roadside assistance vehicles,
- networks of inhomogeneous links,
- bottlenecks with multiple approaches, and
- multiple bottlenecks.
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