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The object of many economic analyses is to find a cause-and-effect relationship between a group of independent variables that describe a situation and a dependent variable that is to be predicted for various situations. The tools of these economic analyses, in particular those required to make statistical inferences from data, are the subject of econometrics.

When the dependent variable is categorical, traditional continuous variable econometric techniques, such as multiple regression, cannot be used. Unfortunately, existing statistical classification techniques, which can handle dependent categorical variables, are not particularly helpful either, because these techniques were not developed with econometric prediction problems in mind. It would thus seem desirable to have counterparts of multiple regression able to handle dependent categorical variables while avoiding some of the shortcomings of classification methods.

Discrete choice models are these counterparts; they have been recently studied and even applied to some forecasting problems, the latter mainly in the transportation field.

About the Book

This book is devoted to what is, perhaps, the most general discrete choice model—the multinomial probit (MNP) model—covering both its theoretical and practical aspects, and relating these to other discrete choice models. The main purpose of the book is to compile in a single publication the state of the art in this branch of econometrics, which in the past few years has seen an explosion of developments. The material in the book should not, however, be regarded as
final, since research in this area is still proceeding at a healthy pace (e.g., during the year this book was in production, I. Horowitz has reported further work on confidence intervals, M. Schoily and the authors have provided evidence on the concavity properties of trinomial probit models, and several encouraging results on optimal sampling strategies have been derived by S. Cosslett, C. Manski, D. McFadden, and the author).

Since many of these developments still remain unpublished, their dissemination to people not actively involved in research has been slow. In order to overcome this, the book is self-contained and the subject matter is presented at a level requiring only a reasonably good background in basic calculus, probability, and linear algebra. The required specialized results in these disciplines have been summarized in the appendices; these include properties of symmetric matrices and quadratic forms, of the multivariate normal distribution, and of convex and concave functions. To improve readability further, the book contains several numerical examples that illustrate especially difficult and/or important passages. In addition, a serious attempt was made to eliminate repetitious or not largely relevant references from the bibliography, while at the same time providing a large a fraction of published or readily accessible material as possible. Although as a consequence of this policy the bibliography may not be exhaustive, the contents of the book (which were often based on well-known "grapevine" concepts and on "fresh" research results obtained by the author while work on the book proceeded) have been made as comprehensive as possible.

Although designed primarily as a reference book–research monograph, the book may be used for teaching in the following two ways: as a basic source of readings for an advanced seminar in econometrics emphasizing the theoretical aspects of MNP, or as a background for an applications course on demand forecasting.

The following subjects could be included in the theoretical seminar: MNP choice probability calculation methods, analysis of estimability and unimodality problems in the calibration of MNP models, shortcut prediction and equilibrium methods, and statistical aspects of predicting with MNP models. Of course, the material in the book could be complemented with selected readings from the reference list. In this mode of operation, the book was successfully class tested by the author in the fall of 1978 at the University of California, Berkeley, with a course entitled Advanced Topics in Transportation Theory. The students were Ph.D. candidates from the departments of civil engineering, economics, industrial engineering and operations research, and mathematics.

If, on the other hand, the book is used as background for a course on demand forecasting, less emphasis should be put on reading and more on "hands-on" learning with one of the available MNP calibration–prediction computer programs. Ideally, such a course would include a laboratory section in which the students would perform the essential tasks of a real-life prediction, starting by specifying a MNP model, designing an appropriate questionnaire, gathering some data, calibrating the MNP model, and finally carrying out the prediction. A three-week intensive course along these lines was devised and taught fairly successfully by the author at the Universidad del los Andes (Mérida, Venezuela) in the summer of 1978. The course was taken by about thirty postgraduate transportation engineering students from several South and Central American countries. The size of the class made it possible to gather a realistic data set with very little effort, which illustrated very well how discrete choice models can be used in developing countries, where data are often lacking.
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Chapter 1 | An Introduction to Disaggregate Demand Modeling in the Transportation Field

Many different approaches have been used in the transportation field to forecast the usage of a transportation facility or service. In the early days, the techniques were very rudimentary since they were developed by practitioners with a very specific application or problem in mind. An example of such a stage is provided by the simple curve-fitting attempts to model route diversion [see Bienen and Jacobs (1972), for a review]. This stage was followed by another in which transportation engineers and planners borrowed techniques from econometrics and applied them methodically to a variety of problems. Trip-generation regression studies [McCarthy (1969); U.S. Dept. of Transportation (1975)] and application of discriminant analysis to modal split [Beeley (1965); Quarmby (1967)] are examples of the activity of this second stage. As researchers looked for more efficient and reliable ways of predicting how transportation facilities and services are used, it became clear to them that some of the "off-the-shelf" techniques could be improved and new econometric techniques began to emerge. The multinomial logit (MNL) model is, perhaps, the most noticeable such technique. It has been popularized by econometricians and researchers with interest in transportation problems [see, for example, Theil (1969); Rassam et al. (1971); McFadden (1973, 1974)] and has been used in many transportation studies. This book continues the trend and presents a technique, multinomial probit (MNP), which, although developed by transportation-oriented econometricians, engineers, and applied mathematicians, may eventually outgrow the application area in which it originated.
1.1 Demand Forecasting

The objective of transportation demand forecasting\footnote{The terms "forecasting" and "prediction" will be used interchangeably throughout this book.} is to relate, by means of a mathematical function (called a demand function), the amount of traffic on a transportation facility (henceforth called the usage) to the characteristics of a population of potential users and the transportation system so that when any of these characteristics is changed, one can predict the change in usage.\footnote{Note that this definition is a generalization of the economic concept of a demand function that relates usage to price. In our case usage may be related to price, but also to other characteristics.} The characteristics of the population (age, income, population size, etc.) and the transportation system (travel time, cost, etc.) will be called attributes of the system or, simply, attributes in this book. The attributes of the transportation system will sometimes be referred to as level-of-service attributes and the characteristics of the population as socioeconomic attributes. It should be noted that these attributes will, in general, vary from individual to individual, and, therefore, their relative frequencies of appearance for individuals sampled at random from the population may be described by probability density functions. To derive a demand function, one specifies, on a priori grounds, a family of functions that relate usage to the distribution of the attributes across the population depending on the value of some unknown parameters. This process is called specification and is perhaps the most crucial step in carrying out a forecast.

If we have $r$ unknown parameters $\theta_1, \ldots, \theta_r$, and we denote by $F(a_1, a_2, \ldots, a_r)$ the joint probability density function of the $s$ attributes $A_1, \ldots, A_s$ that appear in the specification of the problem, the demand function could be written as a set function:

\[
y = D(\theta_1, \theta_2, \ldots, \theta_r, \mathcal{S}),
\]

where $y$ is the predicted usage of the facility and $\mathcal{S}$ is a set containing the values of $F(a)$ for each and every value of the attribute vector, $a = (a_1, \ldots, a_r)$.

In many instances, one specifies that only certain aspects of $F(a)$ (such as the mean values of the attributes) influence the value of $y$. For instance, to study the number of persons who travel yearly by highway between towns 1 and 2, one can use a “gravity model” with an exponential decay function of travel time:

\[
y = \theta_1 a_1 a_2 \exp(-\theta_2 t_3),
\]

where $a_1$ and $a_2$ are the population sizes of towns 1 and 2, respectively, $a_3$ is the average driving time between the towns, and $\theta_1$ and $\theta_2$ are some unknown parameters. Note that although attributes $A_1$ and $A_2$ are fixed, the driving time $A_3$ could vary across individuals depending on the specific locations of the origin and destination points within the towns. Because of this, $a_3$ was defined to represent the average driving time. That is, the demand function has been specified in terms of the averages of the relevant attributes across the population. In general, a model that is specified only in terms of statistical summaries (means, variances, etc.) of the attributes will be called an aggregate demand model, i.e., a demand model that is specified in terms of some aggregate characteristics of the system. Disaggregate demand models, or models that do not use attribute averages, are surveyed in the next section.

Once a model has been specified, the parameters $\theta_1, \ldots, \theta_r$ are determined from data by means of a calibration process. This is done by selecting the parameter values that best fit the data. The technique used depends on the problem at hand. For example, if the number of yearly highway trips, population sizes, and the average driving time between cities are known for several city pairs, it may be possible to obtain estimates of $\theta_1$ and $\theta_2$ in Eq. (1.2) with nonlinear regression. Disaggregate demand models require special calibration procedures.

Once a model has been calibrated, and before it is used for the forecast, it should be validated. This can be done by verifying the accuracy of the model prediction with a “holdout” subsample (that is, a part of the data set that was not used in the calibration process). In the case of the gravity model, one could set aside a set of city pairs (with known populations, travel time, and number of trip interchanges) and would develop forecasts for each one of the city pairs by entering in Eq. (1.2) after calibration. The forecasts could then be plotted versus the observed number of trip interchanges in a scatter diagram. If the dots on the diagram are closely grouped around a 45° line going through the origin, the model could be considered successfully validated. For well-defined problems, statistical tests can be used to verify a demand model.

If a model does not pass a validation test, a different specification must be tried; in doing this one must be careful because, if in changing the specification, one either intentionally or subconsciously uses the patterns observed in the holdout sample, the holdout sample can no longer be properly used for validation purposes.

The final step in a forecast, prediction, consists in exercising the properly calibrated and validated model on scenarios characterized by different distributions of the attributes. These scenarios usually represent the different options open to the decision makers. In the gravity model, for example, prediction questions might be: What is the amount of travel between towns
1 and 2 if the average driving time between them, \( a_1 \), were reduced by 20%? Or, what if the population of both towns were to increase by 10%?

Forecasting the amount of traffic on a transportation system (i.e., the usage) is sometimes made difficult by the existence of congestion. Because of congestion, some of the level-of-service attributes of a system (travel time, primarily) depend on the usage of the transportation facility, and these attributes cannot be determined prior to the forecast with the demand function. They should instead be obtained simultaneously by solving a set of equations. If for the gravity-model example one observes that travel time is an increasing function of usage, \( a_3 = a_3(y) \), forecasting would involve the simultaneous solution of Eq. (1.2) and \( a_3 = a_3(y) \). By analogy with economics, these equations are often called the supply–demand equilibrium equations, or, simply, the equilibrium equations. The rest of this chapter contains a more detailed discussion of all of these issues and illustrates how multinomial probit fits into the demand-forecasting field.

### 1.2 Disaggregate Demand Models

Let us imagine that we have gathered a homogeneous population group (i.e., a group of people or entities with the same attribute vector \( A = a \)) and that by empirical observation it is determined that a fraction \( p \) of the people in that group opt for using the transportation facility or service under consideration. If one now repeats the same experiment for all possible population groups (all possible values of \( a \)) and records the results, one would have developed an empirical relationship between \( a \) and \( p \),

\[
p = P(\theta, a),
\]

which will be called the choice probability function or, simply, the choice function. This terminology is used because \( p \) can be interpreted as the probability that a choice maker randomly selected from a population group with attribute vector \( a \) becomes a user of the transportation facility or service under consideration. The shape of the choice probability function is what distinguishes disaggregate demand models from one another.

The particular form of the choice function depends on the nature of the choices. In many cases, users are observed to select from a discrete and finite set of alternatives, \( i \), which are numbered from 1 to \( I \). In such instances, one can specify a choice function for each one of the alternatives, which we denote by \( P(\theta, a) \), \( i = 1, \ldots, I \), depending on the alternative under consideration. The subscript \( i \) will be omitted when the alternative is unambiguously defined. When the set of alternatives considered is in the model spans the range of alternatives opened to the choicemakers, \( \sum_{i=1}^{I} P(\theta, a) = 1 \), and we say that we have a discrete choice model. In such cases the choice functions give, for a given value of \( A \), the probability mass function of the set of alternatives.

If the observed choice is a continuous variable \( X \), as would happen if we were trying to investigate the relationship among household income, household size, and the vehicle-miles of travel per year per household (the choice \( X \)), the set of choice functions \( P(\theta, a) \), could be interpreted as a probability density function in \( x \), and standard econometric methods could be used. For instance, if the choice function is such that the expected choice (e.g., the average vehicle-miles by families with attribute vector \( a \)) is a linear function of \( \theta \)

\[
E(X | a, \theta) = \int_{a}^{\infty} x P(\theta, a) \, dx = \theta a,
\]

we have a linear model that may be fitted by linear regression.

The rest of this book is concerned with discrete choice problems since these are the problems for which special econometric tools have to be developed. Thus, unless otherwise stated, it will be understood that the choice set is discrete and finite.

For a discrete choice model, the total usage of the transportation facility \( y \) can be obtained from the choice probability function and the probability density function of the attribute vector \( F(a) \). If \( M \) is the population size, the total density of choice makers with attribute vector \( a \) becoming users is

\[
P(\theta, a) F(a) M,
\]

and the total usage is given by integrating this density over the range of \( a \):

\[
y = M \int_{a_1}^{a_I} \int_{a}^{\infty} P(\theta, a) F(a) \, da.
\]

This is the demand function, which can, of course, be written in terms of statistical expectations as

\[
y = ME_{A}[E(X | A, \theta)],
\]

where \( E_{A}(\cdot) \) represents the expectation of the quantity in parentheses with respect to the distribution of \( A \). Note that since \( E_{A}[E(X | A, \theta)] \) gives the fraction of individuals in the population selecting the alternative under consideration, \( (y/M) \), it can be visualized as the probability that an individual sampled at random from the population selects the alternative. Because of this probabilistic interpretation, it will be often written as \( P(\theta) \).

With continuous choices, it is usually desired to obtain the average choice of the population (e.g., the average vehicle-miles of travel per year by a typical household), which is given by \( E_{A}[E(X | A, \theta)] \). In cases where the usage is given by the sum of the average choices of all individuals (as in the case of vehicle-miles), the usage is obtained by multiplying \( E_{A}[E(X | A, \theta)] \) by \( M \).
1.2.1 Properties of Disaggregate Demand Models

If the specification of a disaggregate demand model is correct, i.e., if the choice probability function closely reproduces reality, it can be argued that the model captures the ongoing human decision-making mechanisms more accurately than an aggregate model, since it deals with individual decision-making units—or with groups of identical units—rather than with heterogeneous groups. Consequently, a model may be transferred to an entirely different scenario (characterized by a different distribution of the vector of attributes) without recalibration. This would be done by substituting in Eq. (1.4a) or (1.4b) $P(\theta, a)$ and the values of $M$ and $F(\cdot)$ corresponding to the scenario under consideration. It must be borne in mind, however, that this transferability property can only be attained if the choice probability function is properly selected and calibrated, and that, unfortunately, proper validation of the choice probability function is a very difficult task requiring enormous data-gathering efforts. Because of this and because in practical instances the selection of $P(\theta, a)$ is an educated guess, the success rate with disaggregate demand modeling generally need not necessarily vary from analyst to analyst and will probably increase in the future when enough experience is accumulated by researchers and practitioners in the field. In any case, since a properly specified and calibrated choice probability function can be used to forecast the choices of any group of people, disaggregate demand models are ideally suited to study the impact of different transportation systems on different segments of the population.

1.2.2 Disaggregate versus Aggregate Data

It is convenient to differentiate between two types of data that are commonly used in transportation studies. If each observation in our data set consists of a value of the attribute vector $a$ (representing an individual who has been interviewed), and an observed choice, we say that we have disaggregate data. If, on the other hand, the data include only information on groups of people, we call it aggregate or grouped data. The data set for the gravity model, which consisted of the average value of $A$ for each city pair and the number of people from each city pair making the choice under consideration (deciding to travel), is an example of an aggregate data set.

Disaggregate data contain more information than aggregate data and are therefore more valuable for calibration purposes. This can be seen by means of the following illustrative argument: If we want to study the behavior of wealthy people, it is not sufficient to study the average reaction of a town with high average income because in a very rich town there will be a significant fraction of poor and middle-income people, which will filter the results. Some transportation studies have indicated that much of the dispersion in some attributes, such as income and age, is lost when one uses aggregate data [see, for example, Fleet and Robertson (1968) and McCarthy (1969)]. Since the choice probability function of a disaggregate demand model is perfectly suited for calibration with high-quality disaggregate data (a review of calibration methods for disaggregate demand models is provided in Section 1.4), it is possible to use just a few hundred data points in order to obtain accurate estimates of $\theta$. The efficiency with which the information in the data is handled with disaggregate demand models is perhaps their most desirable feature, since it greatly simplifies the data-collection process.

1.2.3 Difficulties with Disaggregate Demand Models

The efficiency and transferability properties of a disaggregate demand model are partially offset by the result of the estimation process being a choice function and not a demand function. In order to obtain a demand prediction, one must enter with the choice function $P(\theta, a)$ into Eq. (1.4). This poses a twofold problem because it may be difficult to obtain the joint distribution function of the vector of attributes $F(a)$, and it may also be hard to evaluate the integral in Eq. (1.4a).

This book will address some of these problems since, as is shown in Chapter 4, proper use of the multinomial probit model can reduce the difficulties.

Another problem connected with discrete choice problems lies in the specification step, because the choice function cannot be selected arbitrarily. Indeed, for a choice model to be properly specified, the choice function must satisfy

$$0 \leq P_i(\theta, a) \leq 1, \quad i = 1, \ldots, I, \quad (1.5a)$$

and

$$\sum_{i=1}^{I} P_i(\theta, a) = 1 \quad (1.5b)$$

for all the relevant range of $\theta$ and $a$. This, of course, poses some problems because specifications of $P_i(\theta, a)$ linear in the parameters and the attributes are not feasible. Continuous choice models do not present this problem because with them it is more convenient to work with $E[X | \theta a]$ directly, and $E[X | \theta a]$ is not as severely restricted as $P_i(\theta, a)$.

In order to obtain reasonable specifications of discrete choice models satisfying Eqs. (1.5), one can introduce the so-called random utility models [Manski (1973) has provided an excellent discussion of these models].
Assume that instead of defining the choice function for each alternative, we define a function \( V_i(\theta, a) \) that is intended to capture how attractive the alternative is to a choice maker with attribute vector \( a \). These functions will be termed in this book the measured attractiveness functions; they may take on any finite real values and they need not be related in any way. If it were possible to define these functions perfectly, it would be possible to predict unequivocally the choice of an individual with a known attribute vector. However, since according to observation, users with identical attribute vectors do not always make the same decision, we define for each decision maker in the population a set of unobservable perceived attractivenesses \( U_i \) upon which choice makers base their decisions. Since the perceived attractiveness vector will obviously vary across the population, even within groups of people with the same attribute vector, it is conveniently modeled as a random variable; we shall denote by \( U_i(\theta, a) \) the random variable that would be obtained by sampling from a group of individuals with attribute vector \( a \). If the measured attractiveness functions are properly selected, they will tend to be close to the \( U_i/a \) for each individual in the population; of course, a perfect match will never be achieved for large populations. One can then introduce some unobservable disturbances \( \xi_i(\theta, a) \), or error terms, which represent the difference between \( U_i(\theta, a) \) and \( V_i(\theta, a) \), and should, one hopes, be of small magnitude. These random disturbances can be interpreted as capturing different things, among them, errors in the measurement of the attributes in the data and the contribution of neglected attributes [attributes that cannot be observed plus attributes that, although observed, are not included in \( V_i(\theta, a) \)] toward \( U_i \).

If the distribution of \( \xi_i(\theta, a) \) [or that of \( U_i(\theta, a) \)] is known, it is possible to obtain the choice function by calculating the probability that alternative \( i \) is the most attractive:

\[
P_i(\theta, a) = \Pr \{ V_i(\theta, a) + \xi_i(\theta, a) > V_j(\theta, a) + \xi_j(\theta, a); \forall j \neq i \}, \quad i = 1, \ldots, I. \tag{1.6}
\]

Equation (1.6) is the fundamental equation of random utility models and satisfies the requirements of a choice function. Note that \( P_i(\theta, a) \) is always between zero and one and that the events in brackets (for \( i = 1, \ldots, I \)) are exclusive and mutually exhaustive (we assume in this book that \( \xi \) and \( U \) are continuous random variables), and consequently \( \sum_{i=1}^{I} P_i(\theta, a) = 1 \). It is thus possible to obtain choice functions by specifying attractiveness functions \( V_i(\theta, a) \) and a joint distribution for the error terms \( \xi_i(\theta, a) \).

The reader may wonder at this point whether this attractiveness framework greatly restricts the form of the choice function. This can be answered by stating that any set of choice functions \( P_i(\theta, a) \neq 0 \) satisfying Eqs. (1.5) can be visualized as arising from a random utility model with

\[
V_i(\theta, a) = \log P_i(\theta, a), \quad i = 1, \ldots, I,
\]

and independent, identically distributed error terms with a cumulative distribution function that is independent of \( \theta \) and \( a \), and is given by

\[
\Pr\{\xi(\theta, a) \leq x\} = \exp[-e^{-(x - 0.577)}], \quad -\infty < x < \infty.
\]

The reader can verify this statement when the logit model in the next section is presented. The next section introduces some of the random utility models that have been proposed and discusses their properties.

### 1.3 Random Utility Model Forms

The functional form of a random utility model depends on the distribution of the error term vector \( \xi(\theta, a) \). In order to present different models in a coherent way, the less general models will be presented first, and then they will be gradually generalized.

#### 1.3.1 Models with Independent Identically Distributed Error Terms

The first model of this type that comes to mind is one in which the error terms are all equal to zero. Such a model [called the rational model by Manheim (1979)] can be useful in instances where the variability of \( \xi \) is small compared to the differences in \( V_i \) across alternatives for the vast majority of the population. Route choice has been traditionally modeled in this way with measured attractiveness given by the negative of the travel time. One problem with the rational model is that if the specification of \( V_i \) in terms of \( \theta \) and \( a \) is incorrect, the prediction errors may be sizable. In addition, the prediction of travel time by a formula that is not very good, if \( a \) does not vary much, most of the population will be assigned to the same alternative and a small change in the attributes of one of the alternatives (e.g., travel time on one route) could result in a major shift in the predicted number of people selecting each one of the alternatives. This instability phenomenon has been observed.
in route-choice models but not in route-choice data. Models without error terms should therefore be used very carefully and with strong a priori grounds.

If instead of zero error terms we model \( \xi(\theta, a) \) by a set of independent identically distributed Gumbel variates, with zero mean and independent of \( \theta \) and \( a \),

\[
\Pr \{ \xi(\theta, a) \leq x \} = \exp \left[ -e^{-e^{-x/\gamma}} \right], \quad -\infty < x < \infty \quad (1.7a)
\]

(in this expression \( \gamma \) is Euler's constant, \( \gamma \approx 0.577 \)), it is not difficult to show that Eq. (1.6) reduces to the multinomial logit formula

\[
P_j(\theta, a) = \exp \left[ V_j(\theta, a) \right] / \sum_{i=1}^I \exp \left[ V_i(\theta, a) \right]. \quad (1.7b)
\]

According to McFadden (1973), Marschak (1960) seems to have been the first to write explicitly the relationship between (1.7a) and (1.7b). The mathematical derivation involves obtaining the distribution of \( \max(U_j, \ldots, U_{j-1}, U_{j+1}, \ldots, U_I) \), by multiplying the cumulative distribution functions of each one of the \( U_j \)'s and convolving such distribution with the distribution of \( U_I \) to find

\[
\Pr \{ U_j(\theta, a) > \max(U_j(\theta, a), \ldots, U_{j-1}(\theta, a), U_{j+1}(\theta, a), \ldots, U_I(\theta, a)) \}.
\]

Equation (1.7b) is without question the most widely used disaggregate demand model form in the transportation field; it has been applied to different problems [see for example, Dial (1971) for a route-choice problem; Lerman and Ben-Akiva (1975) for an auto ownership model; and Nicolaidis and Murawski (1977) for a modal split study], and its properties are well understood. Some of the most important properties of this model are explored now, but for a more detailed treatment the reader is referred to Domesich and McFadden (1975). A case study is reported in Richards and Ben-Akiva (1975).

The logit formula has the so-called independence of the irrelevant alternatives (IIA) property. That is:

- **The relative probability of choice of two alternatives depends only on their measured attractiveness.**

This is true because, as the reader can check,

\[
P_j(\theta, a) / P_i(\theta, a) = \exp \left[ V_j(\theta, a) \right] / \exp \left[ V_i(\theta, a) \right].
\]

In problems where the unobserved components of the perceived attractiveness (the error terms) are correlated [i.e., the alternatives share some neglected attributes in the view of the choice makers], introduction of a new alternative that is highly correlated with another one but is slightly inferior to it, has a negligible effect on the choice probability of all other alternatives, since the new alternative is a very unlikely choice. In such cases, the IIA property of the logit formula originates obvious problems unless the interdependencies of the error terms are somehow captured by the specification of the functions \( V_j(\theta, a) \). This is, however, difficult to do in most cases. Transportation mode and route-choice problems are typical examples in which the logit model can fail to produce reasonable results (McFadden, 1973; Schneider, 1973; Florian and Fox, 1976; Daganzo and Sheffi, 1977). In route-choice problems, for example, it is commonly specified that \( V_j = -T_j \), where \( T_j \) is the observed travel time on route \( i \) (Von Falkenhausen, 1966; Dial, 1971). According to the logit formula, travel will split itself equally among routes with equal length, regardless of whether they overlap or not. This is, of course, unreasonable, because addition of a minor bypass along one of two routes with equal length adds one alternative to the choice set, and this results in a shift of one-third of the users to the route with the bypass. This phenomenon is explained if one notes that a user is not likely to have several different perceptions for a section of road shared by different routes and that therefore the error terms of the two alternatives defined by the bypass should logically be very highly correlated. Daganzo and Sheffi (1977) discuss this at length and provide a comprehensive treatment of stochastic route-choice models.

In other problems, the use of the logit formula seems more reasonable. The gravity model of destination choice, introduced in the opening pages of this chapter, is perhaps the most widely used trip-distribution model and can be derived from a logit model of destination choice. This is explained below.

We let \( a_i \) be the population in a given zone (zone 1) and \( a_j \) be the population of zone \( j \); \( j = 1, 2, \ldots, I \). Using the notation in previous pages of this chapter, we let \( a_{3j} \) be the average driving time from zone 1 to zone \( j \). In order to avoid problems with the definition of \( a_{3j} \), we assume that the zones are so small that travel times between all possible pairs of points of a given zonal pair (1, j) are reasonably approximated by \( a_{3j} \). Under those conditions, there will be many zones, \( I \) will be large, and the number of trips to each zone will be small compared with the total number of trips.

If we specify the measured attractiveness of a trip to zone \( j \) by

\[
V_j(\theta, a) = \log(a_{2j}) - \theta_2 a_{3j},
\]

i.e., the attractiveness is proportional to the negative of the travel time and to the natural logarithm of the population [as cogently argued by Lerman (1975) and Kostinuki and Kitamura (1978)], the choice function given by Eq. (1.7b) becomes

\[
P_j(\theta, a) = a_{2j} \exp(-\theta_2 a_{3j}) / \sum_{i=1}^I a_{2i} \exp(-\theta_2 a_{3i}).
\]
and the total number of trips from zone 1 to zone $j$ is
\[ y = \left( \theta_1 a_1 \right) \sum_{i=1}^{l} a_{2i} \exp(-\theta_2 a_{3j}) a_{2j} \exp(-\theta_2 a_{3j}) \tag{1.8} \]

where $\theta_1$ is the fraction of people in zone 1 who take a trip. This expression is obtained from Eq. (1.4b) taking into account that, with the above assumptions on the definition of zones, $a_{2j}$ and $a_{3j}$ are the same for all the choice makers, and $M = \theta_1 a_1$. Equation (1.8) is approximately equivalent to Eq. (1.2) since for small changes in $a_{2j}$ and $a_{3j}$ the denominator in Eq. (1.8) is approximately constant. Furthermore, in many applications of the gravity model, the generation of trips in all zones is exogenously determined, and in such “production-constrained” cases [see Wilson (1973, p. 64)], the gravity model assumes the exact form given by Eq. (1.8).

An important property of Eq. (1.7), which, as pointed out by McFadden (1973), can be exploited for calibration, is that for measured attractiveness linear in the parameters $V_i(\theta, a) = \theta(i) \cdot a^T(i)$, where $T$ is the vector transposition operation and $\theta(i)$ and $a(i)$ are row vectors containing the parameters and attributes appearing in the specification of $V_i$, log $P_i(\theta, a)$ is a concave function of $\theta$. A proof that
\[ \log P_i(\theta, a) = \theta(i) \cdot a^T(i) + \sum_{j=1}^{l} \exp[\theta(j) \cdot a^T(j)] \tag{1.9} \]
is a concave function of $\theta$ can be built around H"older's inequality, parallelling the geometrical programming proof of the (log, log) convexity of polynomials [see Avriel (1976, p. 194) for instance].

An interesting figure of merit of a random utility model is the expected level of satisfaction derived by a randomly selected choice maker from making a choice out of the set of alternatives. According to the definition of the perceived-attractiveness vector $U = (U_1, \ldots, U_j)$ given in the previous section, it is reasonable to assume that the satisfaction of a choice maker, $S$, equals the perceived attractiveness of the chosen alternative. But since, by definition, the chosen alternative exhibits the largest perceived attractiveness
\[ S = \max_{j=1, \ldots, l} (U_j). \]

Since the $U_j$s are not observable, $S$ cannot be observed. We can, however, derive the distribution of the satisfaction across all the choice makers with $A = a$. This is done below:
\[ \Pr \{ S \leq x | \theta, a \} = \Pr \{ V_i(\theta, a) + \xi_i(\theta, a) \leq x; V_i \}, \]

and since the $\xi$'s are mutually independent,
\[ \Pr \{ S \leq x | \theta, a \} = \prod_{i=1}^{l} \Pr \{ V_i(\theta, a) + \xi_i(\theta, a) \leq x \} \]
\[ = \prod_{i=1}^{l} \Pr \{ \xi_i(\theta, a) \leq x - V_i(\theta, a) \}. \]

Entering with the Gumbel distribution function yields
\[ \Pr \{ S \leq x | \theta, a \} = \prod_{i=1}^{l} \exp(-\exp(-[x - V_i(\theta, a) + \gamma])) \]
\[ = \exp \left( - \sum_{i=1}^{l} \exp(-[x - V_i(\theta, a) + \gamma]) \right). \]
\[ = \exp \left( - \exp \left( - (x + \gamma - \log \sum_{i=1}^{l} \exp[V_i(\theta, a)]) \right) \right), \]

which also belongs to the Gumbel family. Therefore, its mean is
\[ S(\theta, a) = \log \sum_{i=1}^{l} \exp[V_i(\theta, a)], \tag{1.10} \]

which is the logarithm of the denominator in Eq. (1.7b), and its variance is \( \frac{1}{\pi^2} \). A different derivation of this expression is given by Sheffi and Daganza (1978a). Several authors have suggested the use of the average satisfaction as a measure of system performance since $S(\theta, a)$ can be interpreted in a way similar to consumers’ surplus (Williams, 1977; Ben-Akiva and Lerman, 1978; Sheffi and Daganza, 1978a).

The logit model, as mentioned above, is by far the most widely used random utility model in travel demand analysis. In addition, binary logit models (and/or binary probit models—see next section) have been applied to traffic flow, safety, toxicology, economics, sociology, and other disciplines [see, for instance, Miller (1972), Versace (1971), Finney (1971), Theil (1967), Warner (1962), and Berkson (1944)]. In the binary case, it is convenient to express Eq. (1.7) as
\[ \log P_1(\theta, a) = V_1(\theta, a) - V_2(\theta, a) \]
or, letting $V_1(\theta, a) - V_2(\theta, a) = V(\theta, a)$, as
\[ \log \left( \frac{P_1(\theta, a)}{1 - P_1(\theta, a)} \right) = V(\theta, a), \tag{1.11} \]

which is the traditional way of writing the binary logit model.
Despite the attractiveness of the logit model for many applications, there are practical situations [such as in stochastic models of route choice] where it fails to produce reasonable results. Because for such problems it is difficult to come up with a priori specifications of \( V_i \) that do not behave illogically, some authors have developed ad hoc corrections to the logit formula that apply to specific problems (Sheffi, 1978b; Domenich and McFadden, 1975) and others have developed models with interdependent error terms and error terms with different variances. These latter ones are reviewed in the next section.

1.3.2 Closed-Form Models without Independent Identically Distributed Error Terms

The two models about to be introduced have been recently developed and their properties are not yet fully understood. To my knowledge, neither one has yet been used but both of them may eventually find appropriate application areas.

If the error terms are given by the following independent exponential distribution with mean zero and standard deviation \( \sigma_i(\theta, a) \) (see Fig. 1.1):

\[
\Pr\{\xi_i(\theta, a) \leq x\} = \begin{cases} 
\exp\left\{\frac{x - \sigma_i(\theta, a)}{\sigma_i(\theta, a)}\right\} & x \leq \sigma_i(\theta, a) \\
1 & x > \sigma_i(\theta, a),
\end{cases}
\] (1.12)

the probability of choice can be obtained after a few algebraic manipulations (Daganzo, 1974a). We note that for this model, the perceived attractiveness of any alternative cannot exceed an upper bound, \( W_i(\theta, a) = V_i(\theta, a) + \sigma_i(\theta, a) \). In writing the choice function of this negative exponential distribution (NED) model, we omit the variables \( \theta \) and \( a \) associated with \( \sigma_i, V_i, \) and \( W_i \) and we write (i) for the alternative with the \( i \)th largest upper bound on the perceived attractiveness \( W \). We also adopt the convention that \( W_0 = \infty \) and \( W_{(t+1)} = -\infty \). The choice function is

\[
P_i(\theta, a) = \sum_{t=1}^{I} \left\{ \frac{\sigma_i^{-1}(\theta)}{\sum_{j=1}^{I} \sigma_i^{-1}(\theta)} \exp\left( -\frac{\sum_{j=1}^{I} \sigma_i^{-1}(\theta)}{\sigma_i^{-1}(\theta)} \right) \right\}
\]

(1.13)

If we let \( A_{(0)} \) be equal to the difference of exponentials in the above expression divided by \( \sum_{i=1}^{I} \sigma_i^{-1}(\theta) \), the choice functions for each one of the alternatives can be calculated recursively by

\[
P_i(\theta, a) = \sigma_i^{-1}(\theta) \left[ A_{(0)} + P_{(i+1)}(\theta, a) \sigma_i^{-1}(\theta) \right], \quad i = 1, \ldots, I, \quad (1.14)
\]

with \( P_{(I+1)}(\theta, a) = 0 \).

As an example, the reader can check that if \( V_1 = 0.0, V_2 = 1.7, \) and \( V_3 = 0.5, \) and \( \sigma_1 = 3, \sigma_2 = 1, \) and \( \sigma_3 = 2, \) the choice probabilities are

\[
\begin{align*}
p_1 &= 0.061 \\
p_2 &= 0.086 \\
p_3 &= 0.853 \\
\sum_{i=1}^{I} p_i &= 1.000.
\end{align*}
\]

As is expected of a model with different variances, increasing the variance of an error term in Eq. (1.13) in a problem with three or more alternatives with the same measured attractiveness tends to increase the choice probability of the alternative with the enlarged variance. Table 1.1 illustrates the fact for a three-alternative problem.

<table>
<thead>
<tr>
<th>( \theta )</th>
<th>Variance = ( \sigma^2 )</th>
<th>( p_1 )</th>
<th>( p_2 )</th>
<th>( p_3 )</th>
<th>( \theta )</th>
<th>Variance = ( \sigma^2 )</th>
<th>( p_1 )</th>
<th>( p_2 )</th>
<th>( p_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0.4324</td>
<td>0.1353</td>
<td>1.0</td>
<td>1.0</td>
<td>0.3333</td>
<td>0.3333</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>0.04</td>
<td>0.4279</td>
<td>0.1442</td>
<td>1.2</td>
<td>1.44</td>
<td>0.2988</td>
<td>0.4025</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td>0.15</td>
<td>0.4164</td>
<td>0.1673</td>
<td>1.5</td>
<td>2.25</td>
<td>0.2687</td>
<td>0.4626</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.6</td>
<td>0.35</td>
<td>0.3979</td>
<td>0.2042</td>
<td>2.0</td>
<td>4.00</td>
<td>0.2427</td>
<td>0.5147</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td>0.64</td>
<td>0.3711</td>
<td>0.2378</td>
<td>( \infty )</td>
<td>( \infty )</td>
<td>0.1840</td>
<td>0.6321</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* Data: \( V_1 = V_2 = V_3 = 0; \sigma_1 = \sigma_2 = 1; \sigma_3 = \theta. \)
The NED model could probably be generalized by a model with Weibull error terms. In such a case
\[
Pr\{\xi_i(\theta, a) \leq x\} = \begin{cases} 
\exp(-[1 - x + \sigma_i(\theta, a)]/\sigma_i(\theta, a))^x, & x \leq \sigma_i(\theta, a), \\
1, & x > \sigma_i(\theta, a),
\end{cases}
\]
and a more complicated expression would be obtained instead of Eq. (1.13). Belin and Jacobs (1971) give a simple formula for the probability of choice of a Weibull model in which all the perceived attractivenesses have the same upper bound. Distributions without a full range, such as the Weibull, gamma, or negative exponential, can be useful in instances where there is a clear bound to the perceived attractiveness of an alternative. In route-choice problems where travel time is the main determinant of attractiveness, for example, it is not unreasonable to assume that the perceived attractiveness of a route cannot be positive, since perceived travel time cannot reasonably be expected to be negative.

If instead of different variances one is interested in developing interdependent error terms, as would be the case in many modal split problems, it may also be possible to do so. McFadden (1977) has been recently investigating a generalized extreme value (GEV) model that admits positive correlations among error terms but uses error terms with the same variance. Although there still seems to be some unresolved questions regarding the GEV model, the following three-alternative special case seems to work well when two of the error terms (without loss of generality we assume they are \(\xi_1\) and \(\xi_2\)) are positively correlated and independent of the third one,
\[
P_i = \begin{cases} 
\frac{[\exp(\xi_i) + \exp(\xi_2)]^{1-\rho} \rho^{\xi_1} \exp(\xi_3)}{[\exp(\xi_1) + \exp(\xi_2)]^{1-\rho} + \exp(\xi_3)}, & i = 1, 2; 0 \leq \rho < 1 \\
\frac{\exp(\xi_1) \exp(\xi_2)}{[\exp(\xi_1) + \exp(\xi_2)]^{1-\rho} + \exp(\xi_3)}, & i = 3; 0 \leq \rho < 1.
\end{cases}
\]
(1.15a)
In the above choice functions, \(V_i\) is short for \(V_i(\theta, a)\) (the attractiveness of the \(i\)th alternative), and the parameter \(\rho\) indicates the extent to which the error terms of alternatives 1 and 2 are correlated. Note that if \(\rho = 0\), Eqs. (1.15) reduce to the MNL model.

For this model, and as is shown in Chapter 4, the expected satisfaction is
\[
S = \log\{[\exp(\xi_1) + \exp(\xi_2)]^{1-\rho} + \exp(\xi_3)\},
\]
(1.16)
Since the satisfaction function of a random utility model is always convex (also shown in Chapter 4) it is not difficult to show that the logarithm of the choice probability is a concave function of \(V\) for any given \(\rho\). Therefore, as happens with the MNL model, if the measured attractiveness functions are linear in \(\theta\), \(\log P_i(\theta, a)\) is concave in \(\theta\) for any given \(\rho\).

### Table 1.2

<table>
<thead>
<tr>
<th>(\rho)</th>
<th>(p_1 - p_2)</th>
<th>(p_3)</th>
<th>(\rho)</th>
<th>(p_1 - p_2)</th>
<th>(p_3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.3333</td>
<td>0.3333</td>
<td>0.6</td>
<td>0.2845</td>
<td>0.4311</td>
</tr>
<tr>
<td>0.1</td>
<td>0.3255</td>
<td>0.3489</td>
<td>0.7</td>
<td>0.2759</td>
<td>0.4482</td>
</tr>
<tr>
<td>0.2</td>
<td>0.3175</td>
<td>0.3648</td>
<td>0.8</td>
<td>0.2673</td>
<td>0.4654</td>
</tr>
<tr>
<td>0.3</td>
<td>0.3095</td>
<td>0.3810</td>
<td>0.9</td>
<td>0.2587</td>
<td>0.4827</td>
</tr>
<tr>
<td>0.4</td>
<td>0.3013</td>
<td>0.3975</td>
<td>1.0</td>
<td>0.2500</td>
<td>0.5000</td>
</tr>
<tr>
<td>0.5</td>
<td>0.2929</td>
<td>0.4142</td>
<td><em>Data: (V_1 = V_2 = V_3 = 0)</em></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The existence of positive correlations between two alternatives with the same expected perceived attractiveness tends to decrease their chances of being chosen (see Table 1.2), which is the desired model behavior.

The usefulness of the NED and GEV models, however, remains to be shown, since both of them are generalized by the multinomial probit (MNP) model, which is introduced in the next section.

#### 1.3.3 The Multinomial Probit Model

The multinomial probit (MNP) model is a random utility model in which the error terms have a joint multivariate normal (MVN) distribution with zero mean and an arbitrary variance–covariance matrix.\(^7\) Thus in an MNP model, the variances of the error terms can be different and the error terms may be correlated. Appendix C discusses the properties of the MVN distribution that will be used in this book.

Unfortunately, the choice function of a MNP model cannot be easily written in closed form, except for the case of two alternatives, and thus must be evaluated numerically. A significant part of Chapter 2 is devoted to evaluation procedures of the choice function.

A binary probit random utility model is defined by
\[
U_1(\theta, a) = V_1(\theta, a) + \xi_1(\theta, a),
\]
\[
U_2(\theta, a) = V_2(\theta, a) + \xi_2(\theta, a),
\]
where the error vector \(\xi(\theta, a)\) is bivariate normal with mean \((0, 0)\) and covariance matrix \(\Sigma(\theta, a)\).

\(^7\) The error terms are assumed to have zero mean because otherwise it is always possible to add their mean \(\xi(\theta, a)\) to the measured-attractiveness vector and subtract it from the error-term vector to yield an equivalent MNP model with zero-mean error terms.
The probability of choice for alternative 1 is

\[ P_1(\theta, a) = \Pr\{ V_1(\theta, a) + \xi_1(\theta, a) > V_2(\theta, a) + \xi_2(\theta, a) \} \]

\[ = \Pr\{ \xi_1(\theta, a) - \xi_2(\theta, a) < V_2(\theta, a) - V_1(\theta, a) \}. \]

Since, as shown in Appendix C, \( \xi_1(\theta, a) - \xi_2(\theta, a) \) is normal with zero mean and variance \( \sigma^2(\theta, a) \) given by the sum of the variances of \( \xi_1 \) and \( \xi_2 \) minus twice the covariance of \( \xi_1 \) and \( \xi_2 \), one can write

\[ P_1(\theta, a) = \Phi\left( \frac{V_1(\theta, a) - V_2(\theta, a)}{\sigma(\theta, a)} \right), \]

where \( \Phi(\cdot) \) represents the standard normal cumulative distribution function.

Letting \( V(\theta, a) = [V_1(\theta, a) - V_2(\theta, a)]/\sigma(\theta, a) \) and using the probit transformation \( \Phi^{-1}(\cdot) \) on both sides, we have

\[ \Phi^{-1}[P_1(\theta, a)] = V(\theta, a), \]  \hspace{1cm} (1.18)

which is the form of the binary probit model commonly used by econometricians, toxicologists, etc. [Note the difference between the definitions of \( V(\theta, a) \) for logit and probit models.] The book by Finney (1971) is devoted to the theory and application of the binary probit model. The binary probit model has been applied to similar problems as the binary logit model [see Lisco (1967) for one of the first applications in the transportation field].

To demonstrate the effect of covariance terms in \( \Sigma(\theta, a) \), Fig. 1.2 displays the probability of choice of alternative 3 for the following model with different values of \( \theta_1 \) and \( \theta_2 \) (Daganzo et al., 1977a, b):

\[ V_1(\theta, a) = V_2(\theta, a) = V_3(\theta, a) = 0, \]

\[ \Sigma(\theta, a) = \begin{bmatrix} 1 & \theta_2 & 0 \\ \theta_2 & 1 & 0 \\ 0 & 0 & \theta_1 \end{bmatrix}. \]

Comparing the MNP model with the NED and GEV models (see Tables 1.1 and 1.2 and Fig. 1.2), it can be seen that the MNP model can capture the same phenomena as the other models. One notices that for \( \theta_3 = 0, p_3 \) increases with \( \theta_1 \) in a similar way as \( p_3 \) increased with \( \sigma_3 \) for the NED model, and also notices that for \( \theta_1 = 1, p_3 \) increases with \( \theta_2 \) as \( p_3 \) increased with \( \rho \) for the GEV model. Although the numerical value of \( p_3 \) does not change with \( \theta_1 \) and \( \theta_2 \) in the same fashion as it changes with the parameters \( \sigma_3 \) of the NED model, and \( \rho \) of the GEV model (the models are different after all), it is clear that the MNP model can behave similarly to the other two if the parameters \( \theta_1 \) and \( \theta_2 \) are properly chosen. In addition, the MNP model generalizes the NED and GEV models by capturing phenomena these models cannot.

### 1.4 Calibration of Discrete Choice Models

Several statistical techniques can be used to calibrate the parameter vector \( \theta \) of a random utility model. The most widely used ones are discriminant analysis, data grouping, and maximum likelihood. All these techniques are applicable to disaggregate data sets, i.e., data sets in which each observation consists of an observed choice and an attribute vector for an individual from the population.

#### 1.4.1 Discriminant Analysis

The output of discriminant analysis is a set of functions of the attributes \( a \), which are used to classify the population into groups of individuals that are likely to select the same alternative [see Anderson (1958), for example]. Such functions are called discriminant functions; they may be linear or quadratic (depending on the assumptions of the model) and are defined for each pair of alternatives \( D_{jk}(a) \). According to the theory, alternative \( j \) is predicted for all the persons with attribute vector \( a \) if

\[ D_{jk}(a) > \log(p_j/p_k) \quad \forall k \neq j. \]  \hspace{1cm} (1.19)

In Eq. (1.19) and in the rest of this subsection, \( p_j \) and \( p_k \) are the fractions of
the population (estimated from the data or other sources) selecting alternatives \( j \) and \( k \).

Since discriminant analysis associates a unique alternative with each attribute combination, it seems reasonable to conjecture that it may be related to the ratio model. We now explore this relationship.

Since the discriminant functions have the two properties [see Anderson (1958)]

\[
D_j(a) = -D_k(a) \quad \text{and} \quad D_j(a) + D_k(a) = D_{jk}(a),
\]

the functions

\[
D_{jk}(a) = D_{jk}(a) - \log(p_j/p_k) \quad \forall j, k
\]

also have the above properties. If we now define the functions of \( a \)

\[
V_j(a) = 0 \quad \text{and} \quad V(a) = D_j(a) \quad i = 2, 3, \ldots, I,
\]

the aforementioned properties ensure that \( V_j(a) - V_j(a) = D_j(a) \). Thus, since Eq. (1.19) is satisfied if and only if

\[
D_j(a) > 0 \quad \forall k \neq j,
\]

it is also satisfied if and only if

\[
V_j(a) > V_j(a) \quad \forall k \neq j,
\]

which is the attractiveness maximization principle for a rational model with measured attractiveness vector \( V(a) \). Consequently, discriminant analysis can be used as a way of calibrating the rational model whose objective is to minimize the probability of misprediction for a randomly selected individual. Discriminant analysis was one of the first techniques to be applied to a binary discrete choice model in transportation (Beesley, 1965; Quarmby, 1967). Its use should, however, be limited to the rational model since for other models there is not a clear and convenient relationship between the discriminant functions and the choice function.

1.4.2 Grouping of the Data

Another possible calibration method that has been applied to binary models (logit, probit, and others) consists in dividing the data into groups with similar attribute vector \( a \), and recording the observed fraction of choice makers in each group who select each alternative.

Letting \( p_{i0} \) denote the observed fraction of choice makers selecting alternative \( j \) in class \( i \), it is possible to convert these fractions into equivalent "probits" or "logs" by the transformations \( \Phi^{-1}(p_{i0}) \) and \( \log(p_{i0}/(1 - p_{i0})) \)

[see Eqs. (1.18) and (1.11)]. One can then use generalized least squares on Eqs. (1.18) and (1.11) to estimate \( \theta \). This technique was introduced by Berkson (1953) and is discussed by Finney (1971) and Dornemich and McFadden (1975). The problem with it is that the data must be grouped in such a way as to preclude and \( p_{i0} \) from being equal to 1 or 0, and such tampering with the grouping will tend to bias the results. Grouping has the further disadvantage of giving away much of the information inherent in disaggregate data (as discussed in Section 1.2) and becoming infeasible with more than two or three attributes (because of the large number of groups needed).

1.4.3 Maximum Likelihood

The maximum-likelihood approach seems to be the most efficient way of calibrating random utility models (except the rational model) and is discussed next. Some of the details and special problems with it will be highlighted in Chapters 2 and 3.

The maximum-likelihood method consists of selecting the value of the parameter vector \( \theta \) that makes the data look most reasonable. This is done by writing the probability density of the data for a given parameter value \( \theta \) [the result is \( L(\theta) \), a function of \( \theta \), which is called the likelihood function] and finding the value of \( \theta \) that maximizes the likelihood function. Maximum-likelihood estimators are statistically well behaved. Their statistical properties for the MNP model are explored in Chapter 3.

If, as is commonly the case, one can assume that the different individuals of the population act independently, the likelihood function is

\[
L(\theta) = \prod_{n=1}^{N} P_{c_{00}}(\theta, a_{00}) \cdot F(a_{00}),
\]

where \( a_{00} \) is the attribute vector of the \( n \)th observation, \( c_{00} \) the choice of the \( n \)th observation, and \( N \) the number of observations in the data set. This equation is based on the probability of the \( n \)th observation being given by the probability of drawing an observation with attribute vector \( A = a_{00} \), times the conditional probability of observing choice \( c_{00} \), given that \( A = a_{00} \).

Since the terms \( F(a_{00}) \) are not a function of \( \theta \), their values do not affect the maximum-likelihood estimate and can be omitted from \( L(\theta) \).

It is usually more convenient to find \( \theta \) by maximizing the logarithm of the likelihood function, the log-likelihood function,

\[
\log L(\theta) = \sum_{n=1}^{N} \log P_{c_{00}}(\theta, a_{00})
\]

(1.22)
because \( \log L(\theta) \) is a sum (rather than a product) of small numbers and its maximum coincides with the maximum of \( L(\theta) \).

Numerical techniques must generally be used to find \( \hat{\theta} \). When the log-likelihood function is well behaved, the task is tremendously simplified. In particular, note that since the log-likelihood function of linear-in-the-parameters MNL and GEV models is a sum of concave functions [\( \log P_{j}(\theta, a) \) is concave in \( \theta \) for these models], \( \log L(\theta) \) is a concave function, and if it has a stationary point (i.e., a point where the partial first derivatives vanish), that point is a unique local–global maximum. This property facilitates the search for \( \hat{\theta} \) and is used in existing MNL calibration codes such as the one of Berkman et al. (1977). Ways of finding \( \hat{\theta} \) for the MNP model are discussed in detail in Chapter 2.

1.5 Prediction with Discrete Choice Models

This section reviews how choice models are used after calibration. As was mentioned in Section 1.2, the output of the calibration process is not the demand function, but a choice function. It is thus necessary to perform some additional calculations if the total number of decision makers selecting an alternative is to be found [see Eqs. (1.4)].

Similarly, if one wants to calculate the average satisfaction in a large heterogeneous group, \( S(\theta) \), we would have to average the individual satisfaction measure \( S = \max_{i=1,...,J} U_{i} \), across the group. The expectation of \( \max_{i=1,...,J} (U_{i}) \) is taken with respect to both \( \xi \) and \( A \), since both of them change across the group

\[
S(\theta) = E_{\xi, A} \left[ \max_{i=1,...,J} (U_{i}) \right].
\]

Alternatively, we can rewrite the above expression as

\[
S(\theta) = E_{A} \left[ E_{\xi} \left[ \max_{i=1,...,J} (U_{i}) \mid A \right] \right].
\]

or, since the quantity in braces is the average satisfaction for a heterogeneous group, as

\[
S(\theta) = E_{A} \left[ S(\theta, A) \right] = \int_{A} S(\theta, A) dA.
\] (1.23)

where \( F(a) \) is the probability density function of \( A \) across the group.

The same technique can be applied to any other individual figure of merit, \( r(U) \), whose average over a large heterogeneous group \( T(\theta) \) is sought. First, one derives an expression for the average of \( r(U) \) across a homogeneous group \( T(\theta, a) \) and then one expresses \( T(\theta) \) as

\[
T(\theta) = E_{A} \left[ T(\theta, A) \right].
\] (1.24)

For instance, in automobile-ownership models, the alternatives of consumers, which we label from zero to an arbitrary large number, are the number of cars owned. A car-manufacturing company would typically be interested, among other things, in the average number of cars owned by a family unit \( T(\theta) \). To calculate \( T(\theta) \) we first define \( r(U) \) as the number of cars owned by a family with attribute vector \( U \). This is indeed a function of \( U \) that can be defined as

\[
r(U) = i \quad \text{if and only if} \quad U_{i} > U_{j}, \quad \forall j \neq i.
\]

The expression for the average number of automobiles per family across a homogeneous group, \( T(\theta, a) \), is easily derived:

\[
T(\theta, a) = E_{A} \left[ r(U) \mid A = a \right] = \frac{1}{l} \sum_{i=0}^{l} P_{r}(U = i \mid A = a) = \frac{1}{l} \sum_{i=0}^{l} i P_{r}(U = i \mid A = a).
\]

One could now enter with this expression in Eq. (1.24) to obtain \( T(\theta) \). The problem is that Eqs. (1.4), (1.23), and (1.24) are difficult to evaluate since they cannot be reduced to a closed form.

A widely used prediction method consists of dividing the population into a few groups of decision makers with similar attribute vector, performing the prediction for each one of the groups, and adding the predictions of each group to yield a total prediction. If one lets \( a^{(k)} \) and \( m^{(k)} \) be the representative attribute vector and the total number of choice makers, respectively, in group \( k \), one can write for the prediction from group \( k \), \( T^{(k)}(\theta) \):

\[
T^{(k)}(\theta) \approx T(\theta, a^{(k)})
\] (1.25a)

since within group \( k \), \( A \approx a^{(k)} \) and \( E_{A}[T(\theta, A)] \approx T(\theta, a^{(k)}) \).

Of course, the total prediction is

\[
T(\theta) = \sum_{k=1}^{K} T^{(k)}(\theta) \frac{m^{(k)}}{M},
\] (1.25b)

where \( K \) is the total number of classes.

For Eq. (1.25b) to be accurate, however, the number of classes must be substantially large, especially when the specification of the choice function
includes several attributes, and calculating $T(\theta)$ may be cumbersome. In order to circumvent these problems, more-efficient prediction techniques have been explored by different researchers. Chapter 4 is devoted to this subject.

In some instances, when the population of choice makers for which the prediction is being made is very homogeneous, it may be possible to use the average attribute values of the population, $\bar{\lambda}$, as representative of all the individuals,

$$T(\theta) \approx T(\theta, \bar{\lambda}),$$  \hfill (1.26)

which greatly simplifies the prediction process. This approach, however, will give incorrect results when, as is often the case, the attribute vector varies significantly. Since the errors that can be committed with this approach can be very large, one should use it only after careful consideration.

In addition to obtaining $T(\theta)$, the demand forecaster will usually be interested in obtaining confidence levels on the predictions. This is needed because, as in regression analysis, the value of $\theta$ calibrated from the data varies with the data set and, consequently, so does $T(\theta)$. If one regards the maximum-likelihood estimate $\hat{\theta}$ as an outcome (corresponding to a certain, random, data set) of a random variable $\Theta$, one can also regard the prediction $T(\theta)$ as an outcome from a random variable $T(\Theta)$. One hopes that the mean of $T(\theta)$ will be close to $T(\theta)$ ($\theta$ is assumed to be the true value\(^9\) of $\theta$) and its variance will be close to zero. Under those conditions one can build short confidence intervals for $T(\theta)$.

Continuing the analogy with regression analysis, we note that even if the maximum-likelihood estimate coincides with the true value of the parameter, the average value of $\tau(U)$ cannot be predicted deterministically for small population groups because different groups (of the same size and with the same distribution of $U$) will in general exhibit different averages. The average of $\tau(U)$ across a group of individuals, $\sum_{i=1}^n \tau(U_{(i)})/M (U_{(i)})$ represents the perceived attractiveness vector of the $i$th individual, must therefore be regarded as a random variable that converges in probability to $T(\theta)$ as $M$ increases. If the distribution of $\sum_{i=1}^n \tau(U_{(i)})/M$ is known, one can use it to construct prediction intervals. Chapter 5 explores the statistical aspects of predicting with disaggregate demand models.

To illustrate how one can develop information on the distribution of $\sum_{i=1}^n \tau(U_{(i)})/M$ we derive the variance of this quantity for the automobile-ownership example.

\(^9\) As is customary in econometrics, we assume there is such a thing as a true specification and a true parameter value.
on the usage $y$ of a transportation facility is travel time. If travel time $t$ is one of the attributes in the choice function, one has a similar situation in which an equilibrium solution may be formed by solving

$$y_s = y(t_s),$$

$$t_s = t(y_s);$$

in these equations the function $t(\cdot)$ depicts how the transportation facility becomes congested with increased use.

Equilibration problems become complicated when several markets specializing in different commodities and competing for the same customers must be equilibrated simultaneously. This happens, for instance, in transportation-network problems, where the number of people using a road depends on the travel times on all other roads. Chapter 4 contains a description of techniques that can be used to analyze equilibration problems and shows how the MNP model is extremely useful for solving some of these.

1.6 Practical Considerations in Demand Modeling

This section is not included as an introduction to an aspect of MNP, but rather as a closure on the subjects that have been discussed so far in this chapter. The section provides a brief summary of accumulated conventional wisdom in the specification and application of demand models so that, in addition to being an introduction to the MNP model, Chapter 1 will also serve as a concise introduction to demand modeling with disaggregate demand models. Domenich and McFadden (1975) and Stopher and Meyburg (1975, Chapter 16, in particular) provide a more comprehensive treatment of practical issues.

In specifying a model one must decide the attributes that are going to be used, the number of parameters that one is to estimate, and the functional way in which attributes and parameters are combined in the choice function. The following four features (in approximate order of importance) should be carefully considered when selecting attributes:

- availability,
- statistical fit,
- reasonableness,
- relevance.

An attribute should be available as part of the data in both the calibration and the prediction stage since otherwise such stages cannot be carried out. It should be noted, though, that an attribute that is not forecastable for certain problems may be forecastable in other instances. For example, although automobile ownership is a good explanatory attribute for trip-generation and modal-split models, it is typically difficult to forecast and its use for a long-term prediction is not recommended. On the other hand, since the automobile ownership characteristics of the population do not vary very much from year to year its use may be perfectly justified for a short-term forecast. Poor availability is one of the main stumbling blocks in trying to incorporate some marketing ideas (such as attitudinal variables) into demand models.

The next item on the list is reasonableness; that is, a variable should be considered for inclusion in the model only if there is some strong a priori feeling that there is some cause-and-effect relationship between such variable and the choice probability.

The statistical fit feature includes the standard statistical properties that one likes to see after the model is calibrated. Namely, the variable should preferably not be highly correlated with other attributes that appear in the specification of the model and should improve significantly the fit of the model to the data. The statistical fit can be checked by the statistical significance of parameters associated with the attribute under consideration or by the improvement in goodness of fit before and after including the attribute. Goodness-of-fit measures for choice models have been developed in the literature and are discussed in Chapter 3.

In contrast to the previous three criteria for variable selection, the last one, relevance, suggests a reason for including (rather than excluding) an attribute in the model. Since the purpose of demand modeling is to assess the consequences (effects) of certain actions (causes), it seems desirable to include in the model variables that describe the actions. Such variables are usually called policy variables in the demand-forecasting jargon. If one is interested in finding out how the fare of a transit system affects ridership, one should consider the fare as a possible attribute in the specification of the model (the fare would typically enter with a negative coefficient in the measured attractiveness of the considered transit alternative). One rarely has availability problems with policy variables since by definition they are forecastable. However, inclusion of a policy variable in a model should always be subject to the tests of reasonableness and statistical fit.

The selection of parameters to be calibrated cannot be done independently of the attribute-selection stage since the number of parameters is intimately related to the number of attributes; however, as a general rule, one should be careful not to include so many parameters in a model that the resulting goodness of fit is due to the large number of parameters rather than to the causality of the specified model. It is my opinion that this is a mistake often made by practitioners, and which is made all the more tempting by the ever-expanding capacity and speed of computers. The emphasis in
model building should instead be on parsimonious models (with few parameters) that can be properly tested and verified.

The specification of a random utility model involves selecting the measured attractiveness functions and, for MNP models, the relationship between the covariances of the error terms and some parameters and attributes. In the comments that follow only the logit model will be discussed. The discussion of specification error term covariances is left for Chapter 3.

For MNL analysis the specifications used in practice are almost always linear in the parameters since this is the way in which most computer programs work and is also a way of ensuring the concavity of the log-likelihood function. Thus

\[ V(\theta, a) = \theta(i) \cdot a^T(i) \]

where "*" represents the vector dot product, the superscript T denotes the vector transposition operation, and \( \theta(i) \) and \( a(i) \) are row vectors including, respectively, the set of parameters and attributes that appear in \( V(\theta, a) \). By setting the first element of the \( a(i) \) vector equal to 1, one can include constants in the specification of the attractiveness of the alternative.

If desired, the elements of \( a(i) \) can be functions of attributes, rather than the attributes themselves, since for concavity of \( \log L(\theta) \) it is only required that \( V(\theta, a) \) be linear in \( \theta \).

A parameter \( \theta_i \) can appear in one or more alternatives. Parameters that appear in more than one alternative are called generic. An example is provided by a modal-split model in which the travel time by each one of the modes (there are different attributes) appears only in the measured attractiveness of the corresponding mode but all are multiplied by the same parameter \( \theta_i \). Such a parameter can be interpreted as the intrinsic contribution of travel time toward any attractiveness of any mode. If, on the other hand, a different parameter were used with the travel time by each mode, the value of travel time would be tied to an alternative and the parameters would be called alternative specific.

It is tempting to use alternative-specific parameters in model specification because they usually improve goodness of fit; however, one should bear in mind that by doing that one may be capturing spurious correlations rather than causes and effects.

Some guidance can also be given regarding the appearance of attributes on different attractivenesses. In most models, level-of-service attributes should logically appear only in the attractiveness of the alternative that they describe (socioeconomic attributes may appear in several alternatives simultaneously). Of course, there are cases where this rule produces unreasonable results (as in the route-choice example that was used to illustrate the problems with the IIA property of the logit formula) and in such cases

it may be wise to depart from it. It seems, however, even more reasonable to use a model that will enable the model builder to stick with the rule since it is not clear how one should depart from it.

In the transportation field there are already countless examples of the application of the logit model and a growing professional wisdom seems to be emerging.
2.1 The Maximum-Likelihood Method

This chapter discusses the problems associated with finding the maximum-likelihood estimates of the multinomial probit model from disaggregate data. It also presents the techniques that have been proposed to address the problems and analyzes their relative merits.

The maximum-likelihood-estimation procedure is a standard statistical estimation technique that sets the parameters of a model equal to numbers \( \hat{\theta} \), called *estimates*, that make the data look most reasonable. The technique is used in many econometric and statistical-inference problems, including multiple regression, discriminant analysis, and contingency tables. Maximum likelihood also seems to be the best estimation method for discrete choice models (see Chapter 1). Before entering the subject in more depth, however, a small numerical example that can be solved by hand is provided to illustrate the approach in a MNP context.

2.1.1 A Driver Behavior Analysis Example

At any intersection controlled by a stop sign, the drivers on the low-priority approach are continuously deciding whether the gaps on the high-priority traffic stream are safe for crossing. Normally, drivers accept long gaps and reject short gaps, but gaps of intermediate length may either be accepted or rejected, depending on the aggressiveness and the mood of the driver at the head of the queue. In a "gap-acceptance" study, one is interested in inferring the characteristics of the driver population so that unsignalized intersections can be adequately designed. A field study could yield the information in Table 2.1.

<table>
<thead>
<tr>
<th>Driver</th>
<th>Rejected gaps (sec)</th>
<th>Accepted gap (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>9,11</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>—</td>
<td>20</td>
</tr>
<tr>
<td>3</td>
<td>1,5,3,3,6</td>
<td>9</td>
</tr>
<tr>
<td>4</td>
<td>15,10</td>
<td>12</td>
</tr>
<tr>
<td>5</td>
<td>—</td>
<td>25</td>
</tr>
<tr>
<td>6</td>
<td>7</td>
<td>10</td>
</tr>
<tr>
<td>7</td>
<td>—</td>
<td>12</td>
</tr>
<tr>
<td>8</td>
<td>—</td>
<td>6</td>
</tr>
</tbody>
</table>

Driver at the head of the queue. In a "gap-acceptance" study, one is interested in inferring the characteristics of the driver population so that unsignalized intersections can be adequately designed. A field study could yield the information in Table 2.1.

One can then formulate the hypothesis that the nth driver in the sample has a critical time value such that gaps longer than it are accepted and smaller gaps are rejected. The values of the critical time for an individual may change from gap to gap, so that for the nth driver and any given gap \( j \), the critical time \( t_{(n)j} \) can be expressed as

\[
t_{(n)j} = T_{(n)} + \xi_{(n)j}.
\]

In this formula, \( T_{(n)} \) is the value around which \( t_{(n)j} \) fluctuates for the nth driver and \( \xi_{(n)j} \) is the amount of the fluctuation. Neither \( T_{(n)} \) nor \( \xi_{(n)j} \) can be observed, but by definition \( E(\xi_{(n)j}) = 0 \). It can be hypothesized, however, that \( T_{(n)} \) varies approximately across the population according to a normal distribution with mean \( T \) and variance \( \sigma_T^2 \). If, in addition, and for simplicity, one hypothesizes that the fluctuations \( \xi_{(n)j} \) are mutually independent normal variables with \( \text{var}(\xi_{(n)j}) = \sigma_T^2 \), independent of the individual and the gap, one can write the joint distribution function of \( t_{(n)} = (t_{(n)1}, t_{(n)2}, \ldots) \) for the nth individual. The aim of a gap-acceptance study is to estimate \( T \), \( \sigma_T^2 \), and \( \sigma_T^2 \) since as is known in the highway traffic literature (see Blumenfeld and Weiss (1970)), for instance, the capacity and level of service of an unsignalized intersection depends on all of these parameters. For a randomly selected driver, \( t_{(n)} \) is multivariate normal since, as seen from Eq. (2.1), it can be expressed as a linear combination of normal variables. Its mean vector is

\[
E(t_{(n)}) = (T, T, T, \ldots)
\]
and its covariance matrix is

$$
\text{cov}(t_{(0)}) = \begin{bmatrix}
\sigma^2_T + \sigma^2_\zeta & \sigma^2_T & \sigma^2_T & \cdots \\
\sigma^2_T & \sigma^2_\zeta + \sigma^2_\zeta & \sigma^2_\zeta & \cdots \\
\vdots & \vdots & \vdots & \ddots \\
\vdots & \vdots & \vdots & \ddots \\
\end{bmatrix}
$$

To derive the covariance matrix, we have used the following property of covariances:

$$
\text{cov}(T_m + \xi_{(n)}T, T_{(n)} + \xi_{(m)}T) = \text{cov}(T_m T_{(n)} + \text{cov}(\xi_{(n)}T, T_{(n)})
+ \text{cov}(T_m, \xi_{(n)}T) + \text{cov}(\xi_{(n)}T, T_{(n)})
$$

and the fact that \(\text{cov}(T_m, T_{(n)}) = \sigma^2_T\), \(\text{cov}(\xi_{(n)}T, T_{(n)}) = 0\) if \(m \neq n\) and \(\sigma^2_\xi\) if \(m = n\), and \(\text{cov}(\xi_{(n)}T, T_{(n)}) = 0\).

The probability of the observed gap-acceptance pattern for the nth driver conditional on the gap sequence received by the driver, \(P_r\{R_{(o)}, A_{(o)}\}\), depends on the critical times of the driver, \(t_{(o1)}, t_{(o2)}, \text{etc.}\), as follows:

$$
P_r\{R_{(o)}, A_{(o)}\} = P_r\{t_{(o1)} > R_{(o1)}, t_{(o2)} > R_{(o2)}, \ldots, t_{(o,J_o)} > R_{(o,J_o)}
\text{ and } t_{(o,J_o+1)} < A_{(o)} | R_{(o)}, A_{(o)}\},
$$

where \(J_o\) is the number of gaps rejected by the nth driver, \(R_{(o)} = (R_{(o1)}, \ldots, R_{(o,J_o)})\) is the vector of rejected gaps by the nth driver, and, in this example only, \(A_{(o)}\) is the accepted gap.

This is, however, equivalent to the choice probability of the first alternative of a random utility model with the perceived attractiveness vector \(U_{(o)} = (0, R_{(o1)} - t_{(o1)}, \ldots, R_{(o,J_o)} - t_{(o,J_o)}, t_{(o,J_o+1)} - A_{(o)})\) since Eq. (2.2) states that the first element of \(U_{(o)}\) is the largest.

Since \(t_{(o)}\) is MVN distributed, \(U_{(o)}\) is also MVN distributed, and Eq. (2.2) corresponds to a MNP model with

$$
V_{(o)} = (0, R_{(o1)} - t_1, \ldots, R_{(o,J_o)} - t_{J_o}, t_{(o,J_o+1)} - A_{(o)})
$$

and

$$
\Sigma_{U_{(o)}} = \begin{bmatrix}
0 & 0 & 0 & 0 & \cdots & 0 \\
0 & \theta_2 + \theta_3 & \theta_3 & \theta_3 & \cdots & -\theta_2 \\
0 & \theta_2 & \theta_3 & \theta_3 & \cdots & -\theta_2 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & -\theta_2 & -\theta_2 & -\theta_2 & \cdots & \theta_3 + \theta_3 \\
\end{bmatrix}
$$

where \(\theta_1 = T, \theta_2 = \sigma^2_T\), and \(\theta_3 = \sigma^2_\xi\). The dimension of \(V_{(o)}\) (and \(\Sigma_{U_{(o)}}\)) varies with \(n\) and equals the number of rejected gaps for the driver plus 2.

A similar model of driver behavior has been estimated by Daganzo (1978b) and values of \(\theta_1 = 6.3\ \text{sec}, \theta_2 = 4.8\ \text{sec}^2, \theta_3 = 3.2\ \text{sec}^2\) were obtained.

For the example discussed here, it will be assumed that all drivers have the same average critical time \(T_{(o)}\), i.e., \(\theta_1 = \sigma^2_T = 0\), since in that case the components of \(U_{(o)}\) are independent and the probability of choice is greatly simplified. For the nth driver Eq. (2.2) yields

$$
\Pr\{R_{(o)}, A_{(o)}\} = \Phi\left(\frac{A_{(o)} - T}{\sigma_\xi}\right) \prod_{j=1}^{J_o} \Phi\left(\frac{T - R_{(o,j)}}{\sigma_\xi}\right),
$$

The likelihood function of the unknown parameters \((T, \sigma_\xi)\) is given by the probability of the observed gaps on the main-road times the conditional probability that they are accepted or rejected as shown in the data set:

$$
L(T, \sigma_\xi) = \Pr\{\text{observed gap sequence}\} \cdot \Pr\{\text{given rejection pattern}\} \Pr\{\text{observed gap sequence}\}.
$$

Since the observed gap sequence on the main road is independent of how drivers on the minor road accept and reject the gaps, the first term of the right-hand side is not a function of \(T\) or \(\sigma_\xi\) and can be dropped for maximum-likelihood-estimation purposes. The likelihood function can thus be written as the product of Eqs. (2.3a):

$$
L(T, \sigma_\xi) = \prod_{n=1}^{N_o} P_r\{R_{(o)}, A_{(o)}\},
$$

where \(N_o\) is the number of drivers in the sample. After taking logarithms, it reduces to

$$
\log L(T, \sigma_\xi) = \sum_{n=1}^{N_o} \log \Phi\left(\frac{A_{(o)} - T}{\sigma_\xi}\right) + \sum_{j=1}^{J_o} \log \Phi\left(\frac{T - R_{(o,j)}}{\sigma_\xi}\right),
$$

where the subscript \(j\) denotes the rejected gap within the data set (irrespective of the driver) and \(N_o\) and \(N_r\) are the numbers of accepted and rejected gaps, respectively.

In order to simplify the hand calculations it is assumed that \(\sigma^2_T = 1\) and that only the data for the two first drivers in Table 2.1 are available. Equation (2.3b) becomes

$$
\log L(T) = \log \Phi(10 - T) + \log \Phi(20 - T) + \log \Phi(T - 9) + \log \Phi(T - 11),
$$

The maximum of Eq. (2.3c) can be found by trial and error or by using a systematic search procedure. By inspection one notes that

$$
\log L(T) < 0 \text{ if } T < 5 \text{ or } T > 14
$$

because in these cases either the first or third term of (2.3c) is a large negative number. Therefore, we confine our attention to values of \(T\) between 5 and 14.
The interval to which \( T \) belongs is successively reduced by evaluating \( \log L(T) \) at two interior points and retaining for further consideration only a part of the interval that must necessarily contain a maximum.

The two points selected will be symmetrically located, 38.2% and 61.8% within the interval. The first two points are

\[
T = 5 + (14 - 5) \times 0.382 = 8.44
\]

and

\[
T = 5 + (14 - 5) \times 0.618 = 10.56.
\]

The log-likelihood values obtained from Eq. (2.3c) are \( \log L(5) = -31.09 \), \( \log L(14) = -10.36 \), \( \log L(8.44) = -6.56 \), and \( \log L(10.56) = -2.41 \).

As can be seen from Fig. 2.1, the log-likelihood function must necessarily reach a maximum between \( T = 8.44 \) and \( T = 14 \) and, consequently, the left-hand end of the interval can be dropped from further consideration. In future iterations, one will reject the end of the interval that lies to the outside of the lowest of the two middle points.

The next two middle points are obtained from the interval (8.44, 14) in the same way:

\[
T = 10.56 \quad \text{yields} \quad \log L(10.56) = -2.415601
\]

and

\[
T = 11.88 \quad \text{yields} \quad \log L(11.88) = -3.707149.
\]

The reader should notice that one of these points (\( T = 10.56 \)) coincides with a previous point and that, consequently, \( \log L(T) \) did not have to be recalculated at that point. The seemingly awkward numbers 0.382 and 0.618 were selected because they always divide the interval in such a very convenient way. Because of this property, the method is called the golden section method [see Avriel (1976) for a more detailed description]. The golden section reduces the length of the interval 61.8% with each function evaluation; this means that after, say, eight more evaluations, the interval will be reduced to 1/48 of its original size. Table 2.2 displays the intermediate results and the maximum-likelihood estimate \( \hat{T} \approx 10.58 \).

<table>
<thead>
<tr>
<th>Iteration number</th>
<th>Left-end point</th>
<th>Left-middle point</th>
<th>Right-middle point</th>
<th>Right-end point</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5</td>
<td>8.44</td>
<td>10.56</td>
<td>14</td>
</tr>
<tr>
<td>2</td>
<td>8.44</td>
<td>10.56</td>
<td>11.88</td>
<td>14</td>
</tr>
<tr>
<td>3</td>
<td>8.44</td>
<td>9.75</td>
<td>10.56</td>
<td>11.88</td>
</tr>
<tr>
<td>4</td>
<td>9.75</td>
<td>10.56</td>
<td>11.06</td>
<td>11.88</td>
</tr>
<tr>
<td>5</td>
<td>9.75</td>
<td>10.25</td>
<td>10.56</td>
<td>11.06</td>
</tr>
<tr>
<td>6</td>
<td>10.25</td>
<td>10.56</td>
<td>10.75</td>
<td>11.06</td>
</tr>
<tr>
<td>7</td>
<td>10.25</td>
<td>10.44</td>
<td>10.56</td>
<td>10.63</td>
</tr>
<tr>
<td>8</td>
<td>10.44</td>
<td>10.56</td>
<td>10.63</td>
<td>10.75</td>
</tr>
<tr>
<td>9</td>
<td>10.44</td>
<td>10.51</td>
<td>10.56</td>
<td>10.63</td>
</tr>
<tr>
<td>10</td>
<td>10.51</td>
<td>10.56</td>
<td>10.384</td>
<td>10.63</td>
</tr>
</tbody>
</table>

2.1.2 Data Structures and Corresponding Likelihood Functions

The previous example illustrated how a problem seemingly unrelated to multiple choice (even the alternatives were hard to identify) could be cast as a random utility model. Thus the reader should not be misled by the terminology used in this book since sometimes problems that at first glance do not seem related to discrete choice have the mathematical structure of a MNP model.

In writing the likelihood function of a MNP problem, one needs to know the procedure that was followed to gather the data since the likelihood function is the probability density of the data. In this section, three different
data-gathering procedures are discussed: attribute-based sampling; choice-based sampling; and random sampling with alternative ranking.

In the two first cases, the data consist of an observed choice and a vector of attributes for each one of the data points. The data for the third case also consist of a vector of attributes, but instead of an observed choice, one has a ranking of the alternatives in order of attractiveness. This type of data is sometimes gathered by means of consumer surveys in marketing studies.

An attribute-based data set is defined as a set of observations that are gathered by stratified sampling of choice makers from predetermined subgroups of the population with one or more similar attributes. The sampling process within each stratum is completely random and is carried out without knowing the choice of the sampled individuals beforehand. In the simplest sampling method one does not divide the population into groups, and observations are directly obtained from the population as a whole. A set of observations generated in such a way will be called a random sample. A commonly used random-sampling process in many studies consists of selecting telephone numbers from a telephone directory and/or mailing questionnaire forms to randomly selected individuals. The fundamental characteristic, however, is that the choice of an individual must not affect his belonging or not belonging to the sample.

For estimation purposes, the likelihood function of an attribute-based data set and a random-sampled data set is the same. With the notation introduced in Chapter 1, we have

$$L(\theta) = \prod_{n=1}^{N} \Pr \{ \mathbf{A}_{00} = \mathbf{a}_{00} \text{ and choice} = c_{00} | \theta \},$$

which is the general likelihood function for all sampling processes. For attribute-based and/or random samples, it is convenient to write Eq. (2.4) as

$$L(\theta) = \prod_{n=1}^{N} P_{c_{00}}(\theta, \mathbf{a}_{00}) \cdot F_{\mathbf{A}_{00}}(\mathbf{a}_{00}),$$

where $P(\cdot; \cdot)$ is the choice function and $F_{\mathbf{A}_{00}}(\cdot)$ represents the density function of $\mathbf{A}_{00}$ for the sampling mechanism used (random or stratified). Since $F_{\mathbf{A}_{00}}(\cdot)$ is not a function of $\theta$, we can instead use for estimation purposes

$$\log L(\theta) = \sum_{n=1}^{N} \log P_{c_{00}}(\theta, \mathbf{a}_{00}),$$

which coincides with the log-likelihood function introduced in Chapter 1 [see Eq. (1.22)].

A choice-based sample is a sample that is gathered by sampling from strata of persons with the same choice. The choice of a choice-based observa-

...
where \( P_{c_{00}} \) and \( f_{c_{0i}} \) are constants representing, respectively, the fractions of the population and sample selecting alternative \( c_{0i} \).

With the multinomial logit model, however, calculation of \( P_{c_{0i}}(\theta) \) is sometimes as easy as evaluating a choice function and the maximum likelihood method may still be used (Chapter 4 discusses the efficient prediction methods that can be used with MNP). Furthermore, since the second term on the right-hand side of Eq. (2.7a) can be calculated as

\[
\sum_{n=1}^{N} \log P_{c_{0i}}(\theta) = \sum_{i=1}^{I} N_i P_i(\theta),
\]

(2.7c)

where \( I \) is the number of alternatives and \( N_i \) is the number of sample observations choosing alternative \( i \), the extra computational effort involved in calculating it may become negligible if, as is usually the case, \( N \) is much larger than \( I \).

In a random sample with ranked alternatives observations are sampled independently of their choices and the data corresponding to an observation \( n \) consist of an attribute vector \( a_{(n)} \) and a ranking of the alternatives by order of attractiveness. We shall write \( j(n) \) for the \( j \)th most attractive alternative to the \( n \)th observation in the sample and \( r_{(n)} \) to the particular ordering corresponding to the \( n \)th observation. In this case we can write, instead of Eq. (2.5),

\[
\log L(\theta) = \sum_{n=1}^{N} \log \Pr\{R = r_{(n)}|\theta, a_{(n)}\},
\]

where \( R \) is a random variable denoting the \( I! \) possible orderings.

It is now shown that, for MNP models, \( \Pr\{R = r_{(n)}|\theta, a_{(n)}\} \) reduces to a choice function for an equivalent MNP model. It can be written

\[
\Pr\{U_{1(n)} > U_{2(n)} > \cdots > U_{j(n)}|\theta, a_{(n)}\},
\]

(2.8a)

where, for brevity, the dependence of the \( U_s \) on \( \theta \) and \( a_{(n)} \) is not explicitly represented, and \( U_{j(n)} \) represents the \( j(n) \) component of the utility vector for the \( n \)th individual in the sample.

Letting \( Z_{(n)} \) be a vector with the following \( I + 1 \) components,

\[
Z_{(n)0} = 0,
\]

(2.9a)

and

\[
Z_{(n)j} = U_{j(n)} - U_{j(n)} - 1, \quad j = 2, 3, \ldots, I,
\]

(2.9b)

Eq. (2.8a) can be written

\[
\Pr\{Z_{(n)1} > Z_{(n)j} \forall j \neq 1|\theta, a_{(n)}\},
\]

(2.8b)

which is the choice function for alternative 1 of a random utility model with perceived attractiveness vector given by \( Z_{(n)} = (Z_{(n)0}, Z_{(n)1}, \ldots, Z_{(n)I}) \).

Since for an MNP model \( U \) is MVN distributed with mean \( V \) and covariance matrix \( \Sigma_c \), and Eqs. (2.9) define \( Z_{(n)} \) as a linear transformation of \( U \), \( Z_{(n)} \) will also be MVN distributed and Eq. (2.8b) defines an MNP model too.

Equations (2.9) can be written in matrix form

\[
Z_{(n)} = U \cdot \Delta_{(n)},
\]

where \( Z_{(n)} \) and \( U \) are row vectors and \( \Delta_{(n)} \) is a square \( I \times I \) matrix with elements \( \delta_{ijkl} \) defined as

\[
\delta_{ijkl} = \begin{cases} 0 & k = 0, j = 1, \ldots, I, \\ 1 & k = 1, j = k, \\ -1 & k = 1, j = I - 1(n), \\ 0 & \text{otherwise} \end{cases}
\]

If, for instance, observation \( n \) ranks alternative 1 over 2, 2 over 3, and so on, \( h(n) = I \), and for that observation

\[
\Delta_{(n)} = \left[ \begin{array}{cccccc} 0 & -1 & 0 & \cdots & 0 & 0 \\ 0 & 1 & -1 & 0 & \cdots & 0 \\ 0 & 0 & 1 & -1 & \cdots & 0 \\ 0 & 0 & 0 & \cdots & 0 & 1 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & 0 & \cdots & 1 & -1 \\ 0 & 0 & 0 & \cdots & 0 & 1 \end{array} \right]
\]

As discussed in Appendix A, the mean vector and covariance matrix of \( Z_{(n)} \) are given by

\[
E(Z_{(n)}) = V(\theta, a_{(n)}) \cdot \Delta_{(n)}
\]

(2.10a)

and

\[
\text{cov}(Z_{(n)}) = \Delta_{(n)} \cdot \Sigma_c(\theta, a_{(n)}) \cdot \Delta_{(n)}^{T},
\]

(2.10b)

where the superscript \( T \) denotes the vector transposition operation.

The log-likelihood function can thus be written

\[
\log L(\theta) = \sum_{n=1}^{N} \log P_i(\theta, a_{(n)}, n),
\]

(2.11)

where \( P_i(\theta, a, n) \) is the choice function for the first alternative of a MNP model with a specification varying with \( n \) according to Eqs. (2.10).
These three examples illustrate two related facts:

1. The MNP model is robust since, even for different data-gathering procedures, the likelihood function basically reduces to a sum of logarithms of MNP choice functions.

2. If an efficient way of evaluating MNP choice functions is found the three problems discussed in this section and probably others will be tractable.

Before presenting evaluation methods of \( P_i(\theta, a) \) for MNP models, we briefly review the components of a maximum-likelihood-estimation program.

2.1.3 Components of a Calibration Program

Since the calculations involved in finding maximum-likelihood estimates are very involved, as can be gathered from the very simple example in Section 2.1.1, they should be programmed for automatic computation. Reference to the example indicates that in order to calibrate the MNP model, we should have the capability to calculate the choice probability function \( P_i(\theta, a) \),

\[
P_i(\theta, a) = \Pr\{U_i(\theta, a) > \max_{j \neq i} [U_j(\theta, a)] \} | \theta, a \).
\]  

(2.12)

Since for the MNP model the joint distribution of \( U \) is entirely characterized by its mean \( V(\theta, a) \) and covariance matrix \( \Sigma(\theta, a) \) (it is MVN), one can calculate Eq. (2.12) in two steps:

(a) calculate \( V(\theta, a) \) and \( \Sigma(\theta, a) \);

(b) calculate

\[
P_i(V, \Sigma) = \Pr\{U_i > \max_{j \neq i} (U_j) | E(U) = V, \text{cov}(U) = \Sigma \}.
\]  

(2.13)

The function \( p_i(V, \Sigma) \) denotes the probability that the \( i \)th component of a MVN variate with mean \( V \) and covariance matrix \( \Sigma \) is the largest. It will be called the MNP function and will be used often from now on. It should perhaps be noted that \( p_i(V, \Sigma) \) and \( P_i(\theta, a) \) are related by a change of variable,

\[
p_i(V(\theta, a), \Sigma(\theta, a)) = P_i(\theta, a),
\]

and that therefore MNP choice functions can be calculated if MNP functions can be calculated. For the binary example in Section 2.1.1, choice probabilities can be easily found because, as was shown in Chapter 1, the MNP function \( p_i(V, \Sigma) \) reduces to a cumulative normal distribution function; however, for three and more alternatives, evaluating \( p_i(V, \Sigma) \) is difficult.

The speed with which a computer can calculate \( p_i(V, \Sigma) \) is crucial for the feasibility of MNP estimation. Modern computers, together with the fast numerical methods described in Section 2.2, have made MNP estimation feasible for problems of moderate size. With the capability of calculating choice probabilities, the structure of a MNP estimation program is straightforward. It is convenient to use a subroutine to calculate the log-likelihood function [as given by anyone of Eqs. (2.5), (2.7), or (2.11)]. The inputs to it are a parameter vector value \( \theta \) and the data set, i.e., \( a_{00} \) and \( c_{00} \) or \( r_{00} \) for \( n = 1, \ldots, N \). For instance, to obtain the log-likelihood of a random sample, one calculates \( V_{00} \) and \( \Sigma_{00} \) for each data point with the known specification of the model \( Y_{00} = V(\theta, a_{00}) \) and \( \Sigma(0) = \Sigma(\theta, a_{00}) \), calls another subroutine that calculates the MNP function to derive the choice probability, takes logarithms, and adds the result for every data point to yield \( \text{log } L(\theta) \).

As was seen in the example, for a particular estimation problem with a given data set, the log-likelihood function can be evaluated at different values of \( \theta \) (the data are fixed and known) until the value of \( \theta \) that maximizes it is found. It is thus convenient to have another subroutine level which will evaluate \( \text{log } L(\theta) \) as many times as needed to search for the maximum of \( \text{log } L(\theta) \) in a systematic way. Such a subroutine will usually require an initial value for \( \theta \) and some definition of the boundaries of the search domain.

For a problem with just one parameter a golden section search (see Section 2.1.1) could be used. In such a case the initial interval—(3, 14)—in the example—is the search domain that is provided as an input. Problems with more unknown parameters require more sophisticated search techniques but the basic structure of the estimation program is the same.

Figure 2.2 contains a simplified block diagram of a hypothetical, random sample, estimation program. The rest of this chapter discusses the technical aspects of choice probability calculations, likelihood function evaluation, model specification, and search for the maximum of the likelihood function.

2.2 Choice Probability Calculation Methods

As discussed by Daganzo et al. (1977a,b) and Bouthelier (1978), the number of times the choice probability must be calculated in an estimation problem is quite large. It ranges from 1000 times for a small problem with 100 data points, one unknown parameter, and converging rapidly to 100,000 for a moderate size problem with 1000 data points, five unknown parameters, and converging less easily. This section discusses in some detail ways of evaluating the MNP function since the speed and accuracy of the calculations are very important.
variable (U) with mean V and covariance matrix \( \Sigma \); and \( \Psi(i) \) represents the set of values of U for which \( U_i > \max_{j \neq i} (U_j) \).

In an expanded notation, one has

\[
p_i(V, \Sigma) = \int_{v_{i-}} \int_{v_{i+}} \cdots \int_{v_{n-}} \cdots \int_{v_{n+}} \frac{(2\pi)^{d/2} | \Sigma^{-} |^{-1/2}}{\exp \left[-\frac{1}{2} (u-V)^T \Sigma^{-1} (u-V) \right]} \, du_1 \cdots du_n,
\]

which indicates that to obtain the choice probability one must solve a multiple integral of dimension \( I \). Since the computational effort increases exponentially with the dimensionality of the integral, it is more convenient to express the choice probability as a function of the difference in utilities, which as is shown below reduces the dimensionality of the integral by one.

Let \( Z \) be a vector of \( I-1 \) components, defined as the difference between the components of U (other than \( U_i \)) and \( U_j \),

\[
Z_j = U_j - U_i \quad \text{with} \quad j = i \quad \text{if} \quad j < i, \quad j = j + 1 \quad \text{if} \quad j \geq i.
\]

These equations can be alternatively written in matrix form as

\[
Z = U \cdot \Delta
\]

with

\[
\begin{bmatrix}
1 & 2 & 3 & \cdots & i-1 & i & \cdots & i-2 & I-1 \\
1 & 0 & 0 & \cdots & 0 & 0 & \cdots & 0 & 0 \\
2 & 0 & 1 & 0 & \cdots & 0 & 0 & \cdots & 0 & 0 \\
3 & 0 & 0 & 1 & 0 & 0 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
I-1 & 0 & 0 & 0 & \cdots & 0 & 0 & \cdots & 0 & 0 \\
I & 0 & 0 & 0 & \cdots & 0 & 0 & \cdots & 0 & 0 \\
\end{bmatrix}
\]

\[
\Delta = i - 1
\]

This linear transformation defines \( Z \) as another MVN random variable with mean and covariance given by

\[
Z = V \Delta \quad \text{and} \quad \Sigma_Z = \Delta^T \Sigma \Delta,
\]

or in expanded form

\[
E(Z_j) = V_j - V_i, \quad j = 1, \ldots, I-1,
\]

and

\[
\text{cov}(Z_j, Z_k) = \text{cov}(U_j - U_i, U_k - U_i) = \sigma_{jk}^2 - \sigma_{ik}^2 - \sigma_{ij}^2 + \sigma_{ii}^2,
\]
where $V_j$ is the $j$th element of $V$ and $\sigma_{j,k}^2$ is the $(j,k)$th element of $\Sigma_z$. The choice probability can be found by calculating

$$p_i(V, \Sigma_z) = Pr(U_i > U_j; V_j \neq i | V, \Sigma_z) = Pr(Z_j < 0; V_j | Z, \Sigma_z),$$

which, if $\Sigma_z$ has full rank, can be expressed as

$$\int_{\mathbb{R}} \cdots \int_{\mathbb{R}} \left[ (2\pi)^{-\frac{1}{2}} |\Sigma_z|^{-1/2} \exp\left\{ -\frac{1}{2}(z - Z)\Sigma_z^{-1}(z - Z)^T \right\} \right] dz,$$

(2.17)

which is an $I - 1$ dimensional integral giving the value of the cumulative distribution function of $Z$, at $z = 0$. We, thus, write it

$$p_i(V, \Sigma_z) = \Phi(0 | Z, \Sigma_z),$$

(2.18)

where $Z$ and $\Sigma_z$ are obtained from Eqs. (2.16) and $0$ is an $(I - 1)$-dimensional vector of zeros.

Calculating Eq. (2.18) is still difficult for problems with three or more alternatives and further simplifications are desired. A change of variable in Eq. (2.17) can reduce the dimensionality of the multiple integral by yet another unit. Consider the Cholesky factorization$^2$ of $\Sigma_z^{-1}$:

$$\Sigma_z^{-1} = LDL^T,$$

where $L$ is a lower triangular square matrix of dimension $(I - 1) \times (I - 1)$ with unit elements on the main diagonal and $D$ is a positive diagonal matrix.

It immediately follows that $\Sigma_z^{-1}$ can also be expressed as

$$\Sigma_z^{-1} = L\sqrt{D}\sqrt{DL}^T = (L\sqrt{D})(\sqrt{DL})^T,$$

where $\sqrt{D}$ denotes a diagonal matrix with diagonal entries given by the positive square roots of the elements of $D$; and letting $C = L\sqrt{D}$:

$$\Sigma_z^{-1} = CC^T,$$

(2.19)

where $C$ is (by construction) lower triangular with positive diagonal entries.

We now perform the following change of variable in Eq. (2.17):

$$w = (z - \bar{Z})C,$$

(2.20)

which enables us to write the domain of integration of Eq. (2.17) in terms of $w$ as

$$z = \bar{Z} + wC^{-1} \leq 0.$$

(2.21)

Since $C^{-1}$ is the inverse of a lower triangular matrix with positive diagonal entries, it is also lower triangular with positive diagonal entries. Denoting the elements of $C^{-1}$ by $c_{ij}^{-1}$ one can write Eq. (2.21) as

$$Z_j + \sum_{i=j}^{I-1} w_i c_{ij}^{-1} \leq 0, \quad j = 1, \ldots, I - 1,$$

or as

$$w_i c_{ij}^{-1} \leq -(Z_j + \sum_{i=j+1}^{I-1} w_i c_{ij}^{-1}), \quad j = 1, \ldots, I - 1,$$

and since $c_{ij}^{-1} > 0$, the domain of integration becomes

$$w_i \leq -\left( Z_j + \sum_{i=j+1}^{I-1} w_i c_{ij}^{-1} \right) / c_{jj}^{-1}.$$

This can be written in expanded form as

$$w_{I-1} \leq -Z_{I-1}/c_{I-1,I-1}^{-1} = W_{I-1},$$

$$w_{I-2} \leq -(Z_{I-2} + w_{I-1} c_{I-1,I-2})/c_{I-2,I-2}^{-1} = W_{I-2}(w_{I-1}),$$

$$w_1 \leq -(Z_1 + w_{I-1} c_{I-1,1} + \cdots + w_2 c_{21})/c_{11}^{-1} = W_1(w_{I-1}, \ldots, w_2).$$

The integral of Eq. (2.17) becomes

$$(2\pi)^{(I-1)/2} \exp\left\{ -\frac{1}{2}ww^T \right\} dw = \prod_{i=1}^{I-1} \phi(w_i) dw_i,$$

To see this, replace $\Sigma_z^{-1}$ by $CC^T$ in Eq. (2.17). The exponent on the left-hand side of this expression follows immediately from Eq. (2.20). The coefficient $|\Sigma_z|^{-1/2}$ comes from $|C|$, which is the determinant of the Jacobian of the transformation defined by Eq. (2.20):

$$\frac{\partial \left( w_1, \ldots, w_{I-1} \right)}{\partial (z_1, \ldots, z_{I-1})} = |C| = |\Sigma_z|^{-1/2}.$$

Since

$$dz = dw \frac{\partial \left( w_1, \ldots, w_{I-1} \right)}{\partial (z_1, \ldots, z_{I-1})}^{-1},$$
the determinant of \( \Sigma_z \) drops out of the integrand of Eq. (2.17), which then reduces to the abovementioned form.\(^3\)

The MNP function can, thus, be expressed as

\[
p_1(V, \Sigma_z) = \int_{w_{T-1} = -\infty}^{w_T} \cdots \int_{w_2 = -\infty}^{w_3} \phi(w_{T-1}) \cdots \phi(w_2) \phi(w_1) d w_1 \cdots d w_T,
\]

or, after integrating the last integral,

\[
p_1(V, \Sigma_z) = \int_{w_{T-1} = -\infty}^{w_T} \cdots \int_{w_2 = -\infty}^{w_3} \Phi(W_{T-1} \cdots w_3) 
\cdot \prod_{i=2}^{T-1} \phi(w_i) d w_2 \cdots d w_T,
\]

where the functions \( W(\cdots) \) are given by Eqs. (2.22) and the multiple integral is of dimension \( T - 2 \).

To evaluate Eq. (2.23) one must calculate \( Z \) and \( \Sigma_z \) with Eqs. (2.16), \( C^{-1} \) with standard numerical techniques, the functions \( W(\cdots) \) with Eqs. (2.22) and the integral with numerical techniques.

This approach is particularly useful for problems with three alternatives, since in that case Eq. (2.23) is a line integral that can be solved with just a few evaluations of the integrand by using, say, Simpson's rule. Andrews and Langdon (1976) suggested this approach for modal-split problems involving three transportation modes but did not develop a calibration method. Hausman and Wise (1978) seem to have been the first researchers to calibrate a MNP model; they used a numerical-integration technique similar to this one.

For a three-alternative problem an evaluation of the integrand necessitates one calculation of \( \phi(\cdot) \) and one calculation of \( \Phi(\cdot) \). This can be done numerically with [see Abramowitz and Stegun (1965)]

\[
\phi(x) = \frac{1}{\sqrt{2\pi}} \exp(-x^2/2)
\]

and

\[
\Phi(x) \approx \left\{ \begin{array}{ll}
1 - \left( \left[ a_1 t + a_2 \right] t + a_3 \right) t + a_4 \right) \phi(x) & \text{if } x \geq 0 \\
1 - \Phi(x) & \text{if } x < 0,
\end{array} \right.
\]

where

\[
t = (1 + 0.2316498 \cdot 10^{-3})^{-1}, \quad a_3 = 1.781477937,
\]
\[
a_4 = 1.330274429, \quad a_5 = -0.356563782,
\]
\[
a_2 = -1.821255978, \quad a_9 = 0.319381530.
\]

Example Calculate the probabilities of choice for the following data:

\[
V = (2, 2, 3) \quad \text{and} \quad \Sigma_z = \begin{bmatrix}
2 & 0 & 1 \\
0 & 2 & 1 \\
1 & 1 & 3
\end{bmatrix}.
\]

We start with \( p_1 \). Substituting these values into Eq. (2.16), we have \( Z = (0, 1) \) and \( \Sigma_z = \begin{bmatrix}
2 & 0 & 1 \\
0 & 2 & 1 \\
1 & 1 & 3
\end{bmatrix} \).

The inverse of \( \Sigma_z \) is

\[
\Sigma_z^{-1} = \frac{1}{8} \begin{bmatrix}
3 & -2 & 0 \\
-2 & 4 & 0 \\
0 & 0 & 2
\end{bmatrix},
\]

which can be factored as

\[
\Sigma_z^{-1} = \frac{1}{8} \begin{bmatrix}
3 & -2 & 0 \\
-2 & 4 & 0 \\
0 & 0 & 2
\end{bmatrix} = \begin{bmatrix}
0.612 & 0 & 0.612 \\
-0.407 & 0.576 & -0.407 \\
0 & 0.576 & 0
\end{bmatrix}
\]

and, consequently, yields

\[
C = \begin{bmatrix}
0.612 & 0.612 \\
0.407 & 0.576 \\
0 & 0.576
\end{bmatrix} \quad \text{and} \quad C^{-1} = \begin{bmatrix}
1.63 & 0 \\
0 & 1.74 \\
0 & 1.15
\end{bmatrix}
\]

Note at this point that

\[
(C')^{-1} C^{-1} = \Sigma_z
\]

and that \( C^{-1} \) can be directly obtained from \( \Sigma_z \).

The limits of integration are obtained from Eq. (2.22):

\[
W_2 = -1/1.74 = -0.575,
\]
\[
W_3(w_2) = -w_2/1.15/1.63 = -0.706w_2,
\]

and Eq. (2.23) becomes

\[
p_1(V, \Sigma_z) = \int_{-\infty}^{-0.575} \phi(w) \Phi(-0.706w) dw.
\]
This equation can be solved numerically by using Simpson's rule. We evaluate the integrand, between \( w = -3.575 \) and \( w = -0.575 \) \( \phi(w) \) is negligible for \( w \leq -3.5 \), 11 times at points equally spaced:

\[
w_i = -3.575 + 0.3i.
\]

The approximate value of the integral is given by

\[
p_1 = (0.3/3)(f_0 + 4f_1 + 2f_2 + 4f_3 + \cdots + 4f_5 + f_6),
\]

where \( f_i \) is the value of the integrand for \( w = w_i \).

The calculations are summarized in Table 2.3 and the result is \( p_1 = 0.2204 \). The reader can check that repeating the process for \( p_2 \) and \( p_3 \) one gets

\[
p_2 = 0.22 \quad \text{and} \quad p_3 = 0.56;
\]

and that, indeed

\[
p_1 + p_2 + p_3 = 1. \quad \Box
\]

### Table 2.3

<table>
<thead>
<tr>
<th>( i )</th>
<th>( w_i )</th>
<th>( \phi(w_i) )</th>
<th>( \Phi(-0.706\sigma_i) )</th>
<th>( f_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-3.575</td>
<td>0.001</td>
<td>0.994</td>
<td>—</td>
</tr>
<tr>
<td>1</td>
<td>-3.275</td>
<td>0.002</td>
<td>0.990</td>
<td>0.002</td>
</tr>
<tr>
<td>2</td>
<td>-2.975</td>
<td>0.004</td>
<td>0.982</td>
<td>0.004</td>
</tr>
<tr>
<td>3</td>
<td>-2.675</td>
<td>0.011</td>
<td>0.971</td>
<td>0.011</td>
</tr>
<tr>
<td>4</td>
<td>-2.375</td>
<td>0.024</td>
<td>0.953</td>
<td>0.023</td>
</tr>
<tr>
<td>5</td>
<td>-2.075</td>
<td>0.046</td>
<td>0.929</td>
<td>0.043</td>
</tr>
<tr>
<td>6</td>
<td>-1.775</td>
<td>0.083</td>
<td>0.895</td>
<td>0.074</td>
</tr>
<tr>
<td>7</td>
<td>-1.475</td>
<td>0.134</td>
<td>0.851</td>
<td>0.114</td>
</tr>
<tr>
<td>8</td>
<td>-1.175</td>
<td>0.200</td>
<td>0.797</td>
<td>0.159</td>
</tr>
<tr>
<td>9</td>
<td>-0.875</td>
<td>0.272</td>
<td>0.732</td>
<td>0.199</td>
</tr>
<tr>
<td>10</td>
<td>-0.575</td>
<td>0.338</td>
<td>0.658</td>
<td>0.222</td>
</tr>
</tbody>
</table>

* Probability = 2.204(0.3)/3 = 0.2204.

This example illustrates the type of calculations that are necessary to evaluate the choice probability of a three-alternative MNP model numerically. Namely, after obtaining the limit of integration and the argument of \( \Phi(\cdot) \) within the integrand one has to calculate \( \phi(\cdot) \) and \( \Phi(\cdot) \) several times (ten in our example).\(^4\)

\(^4\) In addition, one must remember that \( Z \) and \( C_i \) must be calculated from \( V \) and \( \Sigma_i \) prior to the numerical evaluation of the integral: however, the computational effort involved in doing that is relatively small.

For problems with more than three alternatives, the approach seems less promising because one must approximate a multiple integral, which requires more evaluations of a more complex integrand.

Since the probability of choice must be evaluated several thousand times even for small problems it seems that the direct numerical approach can only be used effectively with rather small three-alternative problems.

Because of this, some researchers have investigated alternative approaches to evaluate \( p(V, \Sigma) \) approximately. Two approaches that seem promising for different applications are reviewed next.

### 2.2.2 Monte Carlo Simulation Method

This method has been suggested by Lerman and Manski (1977); it consists in evaluating the MNP function \( p(V, \Sigma) \) by performing experiments with random numbers. For each experiment, one generates a MVN \( (V, \Sigma) \) random vector \( U \) using a string of pseudorandom numbers generated by a computer, looks at the components of \( U \), and records a success if the \( i \)th component is the largest. If the experiment is repeated many times, the fraction of successes will approach the choice probability \( p(V, \Sigma) \). The method is, basically, equivalent to estimating the fraction of persons who choose alternative \( i \) in a segment of the population with constant \( V \) and \( \Sigma \) by observing the choices of many individuals in the subgroup.

In order to generate a MVN random variable with mean \( V \) and covariance \( \Sigma \), one can proceed as follows [see Fishman (1973), for example]; express \( \Sigma \) as

\[
\Sigma = C \Sigma C^T,
\]

where, if desired, \( C \) may be a lower triangular matrix with positive diagonal elements.

Generate \( I \) independent standard normal variates (subroutines that do so are standard in most computer installations) \( v_1, v_2, \ldots, v_I \) and calculate \( U_1, \ldots, U_I \) by

\[
U = v C_i + V.
\]

We note that \( U \) is MVN, since it is a linear combination of independent normal variables, and that, as expected

\[
E(U) = V + E(v) C_i = V
\]

and

\[
\text{cov}(U) = C_i \text{cov}(v) C_i^T = C_i \cdot 1 \cdot C_i^T = C_i C_i^T = \Sigma,
\]

where in the last expression, \( 1 \) is the identity matrix.
Example Let us perform three experiments for the same problem in Section 2.2.1 with

\[ V = (2, 2, 3) \quad \text{and} \quad \Sigma_x = \begin{bmatrix} 2 & 0 & 1 \\ 0 & 2 & 1 \\ 1 & 1 & 3 \end{bmatrix} \]

Since

\[ \Sigma_x = \frac{1}{\sqrt{2}} \begin{bmatrix} 2 & 0 & 0 \\ 0 & 2 & 0 \\ 1 & 2 & 2 \end{bmatrix} \frac{1}{\sqrt{2}} \]

we can use

\[ U_1 = 2 + \sqrt{2} v_1, \]
\[ U_2 = 2 + \sqrt{2} v_2, \]
\[ U_3 = 3 + v_1 \sqrt{2} + v_2 \sqrt{2} + \sqrt{2} v_3; \]

and if from a normal random variate generator we have obtained the number string 0.11, 1.23, -0.50, 0.73, 0.65, 0.7, 1.51, -0.98, 0.32, ..., we can perform experiments by using three of these numbers at a time. The first three experiments yield

- Observation 1: \( U = (2.15, 3.74, 3.24) \), and the choice is \( i = 2 \);
- Observation 2: \( U = (3.02, 2.92, 4.94) \), and \( i = 3 \);
- Observation 3: \( U = (4.14, 1.01, 3.83) \), and \( i = 1 \).

After these three experiments, the estimated probabilities are \( p_1 = \frac{1}{3} \), \( p_2 = \frac{1}{3} \), and \( p_3 = \frac{1}{3} \), but more experiments would result in values closer to the exact values: \( p_1 = 0.22, p_2 = 0.22, \) and \( p_3 = 0.56 \).

Since each experiment can be regarded as a Bernoulli trial with probability of success \( p_i \), the total number of successes after \( N \) trials, \( N_i \), is binomially distributed. The mean is \( E(N_i) = Np_i \) and the variance \( \text{var}(N_i) = Np_i(1-p_i) \). For large values of \( N \), one can use the normal approximation to the binomial and be quite sure that

\[ |N_i - Np_i| < 2\sqrt{Np_i(1-p_i)}^{1/2} \]

Consequently, the relative error in estimating \( p_i \) is

\[ e_i(N) = \frac{100}{N} \left| \frac{N_i - p_i}{p_i} \right| < 2\sqrt{\frac{1-p_i}{Np_i}} \approx 2 \sqrt{\frac{N - N_i}{NN_i}}^{1/2} \]

This expression indicates that small probabilities (\( p_i \to 0 \)) require larger values of \( N \) since the relative error is proportional to the square root of the reciprocal of the number of successes:

\[ e_i(N) \approx \frac{200}{\sqrt{NN_i}} \% \quad \text{for small} \ p_i \]

If in the example we admitted a 10% relative error in our calculation of \( p_i \), we would have to repeat the experiment until we obtained \( 20^2 = 400 \) successes, which, because \( p_1 \approx 0.22 \), would require approximately 1800 experiments. The simulation approach thus seems unsuitable for calibration purposes because it would be very costly.

In addition, since to calculate \( p_i \) one normally performs experiments until some prescribed number of successes is achieved [or a similar stopping rule is used, e.g., \( e_i(N) < 0.1 \)], the number of experiments is itself a random variable and this, as pointed out by Danganza, et al. (1977b), introduces a small bias in the calculated values. This bias, however, is rather small [as suggested by the experiment in Danganza, et al. (1977b)], and becomes smaller with increased values of \( N \) and \( N_i \).

The last drawback of calibration with simulation is that if in the initial stage of the search process the current value of \( \theta \) is very different from the true value \( \theta_0 \), some of the observations in the data set may have such small probabilities that they may be impossible to calculate. Indeed, this happens since with a small synthetic data set with 50 observations, Danganza, et al. (1977b) found that, for three of the observations at an arbitrary starting point, \( N_i \) was equal to zero after 10,000 experiments. On the other hand, in the last stage of the process, near the optimum, one needs high accuracy to discriminate between values of \( \theta \) with similar log \( L(\theta) \) and this cannot be done with Monte Carlo simulation. Of course, it can be properly argued that if the likelihood function is very flat, the estimate of \( \theta \), \( \theta \) is not very reliable (see Chapter 3), and one is not interested in determining it accurately anyway.

Although Monte Carlo simulation has some undesirable characteristics that prevent its use in calibrating MNP models, the technique is very useful for prediction purposes. It will be seen in Chapter 4 that when one has to evaluate the fraction of the population selecting an alternative, i.e., the expected choice probability \( P_i(\theta) \) for a user sampled at random from the population, one can use the Monte Carlo method since in that case one can easily afford a large number of replications. Monte Carlo simulation is, in particular, a very convenient way to obtain confidence and prediction intervals for the forecasts (see Chapter 5).

2.2.3 Approximation Method

This particular approach is based on formulas [Clark (1961)] that approximate \( p_i \) very quickly for a reasonably large number of alternatives. The approach was suggested for an MNP route-choice prediction problem
by Daganzo and Sheffi (1977) and subsequently an efficient estimation method was developed by Daganzo et al. (1977a). Further discussions of the method appear in Daganzo et al. (1977b) and Bouthelier (1978). Bouthelier’s dissertation (1978) is particularly interesting since, in addition to pioneering several aspects of this approach, it summarizes the relevant information in previous publications.

Clark’s Formulas

Assume that \( \Omega_1, \Omega_2, \) and \( \Omega_3 \) are three MVN distributed random variables with known mean vector \( \mu = (m_1, m_2, m_3) \) and covariance matrix

\[
\Sigma = \begin{bmatrix}
\sigma_{11}^2 & \sigma_{12}^2 & \sigma_{13}^2 \\
\sigma_{21}^2 & \sigma_{22}^2 & \sigma_{23}^2 \\
\sigma_{31}^2 & \sigma_{32}^2 & \sigma_{33}^2
\end{bmatrix}.
\]

Let \( \tilde{\Omega}_2 \) be the random variable taking the greatest value of \( \Omega_1 \) and \( \Omega_2 \), \( \tilde{\Omega}_2 = \max\{\Omega_1, \Omega_2\} \). In connection with a stochastic network scheduling problem Clark (1961) calculated the first four moments of \( \tilde{\Omega}_2 \) and the covariance of \( \tilde{\Omega}_1 \) and \( \tilde{\Omega}_2 \) as a function of \( \mu \) and \( \Sigma \). The formulas for the first two moments of \( \tilde{\Omega}_2 \) (the third and fourth moments will not be used in MNP calculations) and the covariance of \( \tilde{\Omega}_2 \) and \( \tilde{\Omega}_3 \) are

\[
\begin{align*}
\tilde{m}_2 &= m_2 + (m_1 - m_2) \Phi(\alpha) + a \phi(\alpha), \\
\tilde{\sigma}_2^2 &= \tilde{m}_2 - \tilde{m}_2^2,
\end{align*}
\]

and

\[
\begin{align*}
\tilde{\sigma}_{32}^2 &= \tilde{\sigma}_{32}^2 + (m_1 - m_2) \Phi(\alpha) + (m_1 + m_2) a \phi(\alpha), \\
\text{where} &
\end{align*}
\]

\[
a = \sqrt{(\sigma_1^2 + \sigma_2^2 - 2\sigma_{12}^2)^{1/2}} \quad \text{and} \quad \alpha = (m_1 - m_2)/a.
\]

In these formulas, \( \tilde{m}_2, \tilde{m}_3, \tilde{\sigma}_2^2, \) and \( \tilde{\sigma}_{32}^2 \) represent, respectively, the mean, second absolute moment and variance of \( \tilde{\Omega}_2 \), and the covariance of \( \tilde{\Omega}_2 \) and \( \tilde{\Omega}_3 \).

If, as suggested by Clark, one approximates \( \{\tilde{\Omega}_2, \tilde{\Omega}_3\} \) by a bivariate normal distribution with mean vector and covariance matrix given by Eqs. (2.24), one can apply Eqs. (2.24a–c) again to \( \{\tilde{\Omega}_2, \tilde{\Omega}_3\} \) to obtain the mean and variance of \( \tilde{\Omega}_3 = \max\{\tilde{\Omega}_2, \tilde{\Omega}_3\} = \max\{\Omega_1, \Omega_2, \Omega_3\} \).

As a matter of fact, the formulas can be applied recursively to a set of variables \( \Omega_1, \ldots, \Omega_k \) to obtain the approximate mean and variance of the maximum \( \tilde{\Omega}_k \).

At the \((i - 1)\) step, one calculates

\[
\begin{align*}
\tilde{m}_i &= m_i + (\tilde{m}_{i-1} - m_i) \Phi(\alpha_i) + a_i \phi(\alpha_i), \\
\tilde{\sigma}_i^2 &= m_i^2 + a_i^2 + (\tilde{\sigma}_{i-1}^2 - \sigma_i^2) \Phi(\alpha_i) + (\tilde{m}_{i-1} - m_i) a_i \phi(\alpha_i), \\
\tilde{\sigma}_{ij}^2 &= \tilde{\sigma}_{i-1,j}^2 - \tilde{\sigma}_{ij}^2, \\
\tilde{\sigma}_{ij}^2 &= \tilde{\sigma}_{i-1,j}^2 + (\tilde{\sigma}_{i-1,j}^2 - \tilde{\sigma}_{ij}^2) \Phi(\alpha_i) \quad \text{for} \quad j = i + 1, i + 2, \ldots, k,
\end{align*}
\]

and

\[
\tilde{\sigma}_{ij}^2 \quad \text{for} \quad j = i + 1, i + 2, \ldots, k
\]

with

\[
a_i = (\tilde{\sigma}_{i-1}^2 - \sigma_i^2 - 2\tilde{\sigma}_{i-1,i}^2)^{1/2} \quad \text{and} \quad \alpha_i = (\tilde{m}_{i-1} - m_i)/a_i
\]

We note that the \(i\)th step requires one evaluation of \( \Phi(\cdot) \) and \( \phi(\cdot) \), the calculation of \( \tilde{m}_i, \tilde{\sigma}_i^2 \), and \((k - i)\) variance or covariance calculations. Since it takes \( k - 1 \) steps to calculate the mean and variance of \( \tilde{\Omega}_k \), the total number of calculations consists of

1. \( k - 1 \) evaluations of \( \Phi(\cdot) \) and \( \phi(\cdot) \),
2. \( 2(k - 1) \) evaluations of \( \tilde{m}_i \) and \( \tilde{\sigma}_i^2 \), and
3. \((k - 1)/2\) evaluations of variances and covariances.

It can be seen that for large values of \( k \) the number of calculations increases with the square of \( k \). However, since a single calculation takes a very small amount of computer time, one can calculate \( \tilde{m}_k \) and \( \tilde{\sigma}_k^2 \) efficiently for a substantial number of alternatives.

Application to the MNP Function

The choice probability \( p_i(V, \Sigma) \) can be written as

\[
p_i(V, \Sigma) = \Pr \left\{ U_j > \max_{j \neq i} (U_j) \right\},
\]

or using the same transformation as in Section 2.2.1 as

\[
p_i(V, \Sigma) = \Pr \left\{ \max_{j=1, \ldots, t-1} (Z_j) \leq 0 | Z, \Sigma \right\}.
\]

Using \( Z_{t-1} = \max_{j=1, \ldots, t-1} (Z_j) \) and letting \( \tilde{Z}_{t-1} \) and \( \tilde{\sigma}_{t-1}^2 \) be the approximate mean and variance of \( Z_{t-1} \) that one calculates with Clark’s recursive formulas, one can approximate \( Z_{t-1} \) by a normal random variable with the same mean and variance, and \( p_i \) by

\[
p_i(V, \Sigma) \approx \Phi(-\tilde{Z}_{t-1}/\tilde{\sigma}_{t-1}^2).
\]

The effort involved in evaluating \( p_i \) is approximately the same as performing \( t - 2 \) steps of Clark’s recursive technique. For a problem with three
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Equation (2.26) gives \( p_1 \approx \Phi(-1.302/1.700) = 0.222 \).
Note that this value of \( p_1 \) is very close to the one calculated with the integration method but that the computational effort is drastically reduced.

In order to apply Eq. (2.27), it is convenient to rearrange the elements of \( \mathbf{V} \) and \( \Sigma \) so that the alternative under consideration is the last one. Such a permutation yields

\[
\mathbf{V} = (3, 2, 2) \quad \text{and} \quad \Sigma = \begin{bmatrix} 3 & 1 & 1 \\ 1 & 2 & 0 \\ 1 & 0 & 2 \end{bmatrix}.
\]

Naturally, one will now calculate \( p_3 \) instead of \( p_1 \). The involved calculations are

\[
a = 1.73 \quad \text{and} \quad \alpha = 0.577,
\]

\[
E(\tilde{U}_j) = 2 + 1.73 \cdot \Phi(0.577) + 1.73 \cdot \phi(0.577) = 3.30,
\]

\[
E(\tilde{U}_j^2) = 6 + 6 \cdot \Phi(0.577) + 5 \cdot 1.73 \cdot \phi(0.577) = 13.23,
\]

\[
\text{var}(\tilde{U}_j) = 2.34,
\]

\[
\text{cov}(\tilde{U}_j, \tilde{U}_j) = \Phi(0.577) = 0.72,
\]

and

\[
p_3 = \Phi(2.26/2.34) = 0.222.
\]

Accuracy and Efficiency of the Method

The computer central processing unit (CPU) time of the approximation method is approximately given by

\[
time \approx \alpha(l - 2)(l + 3),
\]

where \( l \) is the number of alternatives and \( \alpha \) is a parameter that depends on the computer installation. On an IBM 370 model 168 computer, the value of \( \alpha \) was found to be 10^{-4} \text{ sec}.

Thus, for a problem with five alternatives, time \approx 24 \times 10^{-4} \text{ sec}, and a calibration execution requiring 10^{23} MNP function evaluations would take approximately four minutes of CPU time. The approximation method thus is computationally attractive even for problems with more than three alternatives.

Daganza et al. (1977b), Bouthelier (1978), and Albright et al. (1977) have all explored the accuracy of the approximation method. Daganza et al. and Bouthelier looked at the effect of approximating \( \tilde{U}_j \), \( \tilde{V}_j \), etc. by normal variates. They looked at the exact and approximated cumulative distribution functions of \( \tilde{U}_j \) for different values of \( j \) and independent \( U_j \)s and concluded that the approximation is satisfactory except, perhaps, in cases where vari-
Fig. 2.3 Accuracy of Clark's approximation formulas. Case I: cumulative distribution function for the maximum of several independent standard normal random variables. Straight line: true; dashed line: approximation. [Source: Daganzo et al. (1977b).]

Fig. 2.4 Accuracy of Clark's approximation formulas. Case II: cumulative distribution function for the maximum of two independent normal variables with different means $(m_1, m_2)$ and variances $(\sigma_1^2, \sigma_2^2)$. Straight line: true; dashed line: approximation. [Source: Daganzo et al. (1977b).]

Variables have very different variances and similar means. Figures 2.3 and 2.4 display some of the results in the abovementioned publications. It was also concluded by Daganzo et al. that the existence of positive correlations tends to enhance the results and that problems with few alternatives are more accurately approximated. In addition to this analytical evidence, Albright et al. (1977) have verified the accuracy of the approximation method with a series of Monte Carlo simulation experiments.

Although much emphasis has been placed on accuracy, it should be remembered that, whether or not the approximation method closely reproduces the MNP probabilities, it could be, to a certain extent, irrelevant; for if

\[ 0 \leq p_i(V, \Sigma_q) \leq 1 \quad \text{and} \quad \sum_{i=1}^{j} p_i(V, \Sigma_q) \approx 1, \]

the approximation method would satisfy Eqs. (1.5a) and (1.5b) and could be regarded as a discrete-choice model in its own right. Although more evidence is needed in this respect, Daganzo et al. (1977a) found that for a problem with ten alternatives $\sum_{i=1}^{j} p_i = 1.03$ and that the result was more or less independent of the order in which the alternatives were stacked for the recursive calculations.

At present, the approximation approach seems to be the MNP function evaluation method that is best suited to calibrate models since for most applications it seems reasonably accurate and is the fastest of the three. An exception would be a three-alternative problem with negative correlations and/or very large variance differentials where the relatively large differences that would arise between the approximation and exact MNP probabilities
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could not be tolerated. Under these conditions, it would be better to use the more exact numerical-integration method. Note also that for two-alternative problems the integration and approximation methods coincide.

2.3 Likelihood Evaluation

Evaluation of the likelihood function generally involves calculation of a choice probability for each one of the observations in the data set, which must, of course, be done with one of the evaluation methods described in the previous section. Evaluation of the likelihood function thus involves calculation of \( V \) and \( \Sigma \) for each one of the observations in the data set by entering into the specification of the model

\[
\log p_i[E(Z_{i0}) \text{ cov}(Z_{i0})]
\]

and calculating \( \log p_{\text{c}_{0i}}(V_{i0}(\theta), \Sigma_{i0}(\theta)) \).

The sum of these quantities gives the log-likelihood function for attribute-based samples [Eq. (2.5)].

Choice-based samples require, in addition, calculation of the fraction of the population that would select each alternative if the true parameter value was \( \theta \) [see Eq. (2.7a) and the related discussion regarding the calculation of such fractions—\( P_i(\theta) \)]. Alternatively, it is possible to use the pseudo-likelihood function given by Eq. (2.7b), which does not require calculation of \( P_i(\theta) \). The selection of either one of these equations is dictated by the availability of information about the distribution of the attribute vector and the alternatives across the population.

In a random sample with ranked alternatives, one must calculate \( E(Z_{i0}) \) and \( \text{ cov}(Z_{i0}) \) instead of \( V \) and \( \Sigma \) for each observation. This is done by calculating \( \Delta_{i0} \) and entering it in Eqs. (2.10). With this done, one calculates

\[
V_{i0}(\theta) = V(\theta, a_{i0}),
\]

\[
\Sigma_{i0}(\theta) = \Sigma(\theta, a_{i0}),
\]

for each one of the observations.

The rest of this section applies only to attribute-based samples but the discussion is easy to generalize for other forms of the log-likelihood function.

2.3.1 Model Specification

In order to calculate the log-likelihood function for a given \( \theta \), it is necessary to know the attribute vector \( a_{i0} \) and choice \( c_{i0} \) of every observation in the sample, and how \( V_{i0} \) and \( \Sigma_{i0} \) depend on these (i.e., the data and the specification of the MNP model). A convenient way of handling this is the scheme depicted in Fig. 2.2, where the likelihood evaluation routine calls successively, for each data point, a specification routine that calculates \( V_{i0} \) and \( \Sigma_{i0} \) from \( \theta \) and \( a_{i0} \), and the MNP function evaluation routine.

Although most of the comments in this section would apply to any computer program, the specific input details correspond to a prototype FORTRAN program that has been developed by several researchers and the author [Dagan and Dagan, 1978a, b]. The solutions to the foregoing some simple guidelines. Namely, given a choice \( c_{i0} \) (or a ranking \( r_{i0} \)), an attribute vector \( a_{i0} \), and a value of the parameter \( \theta \), the subroutine must return \( V_{i0} \) and \( \Sigma_{i0} \). The program will automatically call this and the MNP function evaluation subroutine once for each observation and will aggregate the results to give \( \log L(\theta) \).

In specifying \( V(\theta, a) \) and \( \Sigma(\theta, a) \) the user must make sure that the matrix \( \Sigma \) remains positive definite for all the feasible values of \( \theta \), since otherwise \( \Sigma \) would not represent a covariance matrix and the program would not return meaningful values.

This can be done in two ways:

(a) expressing \( \Sigma(\theta, a) \) as the product of a matrix and its transpose,

\[
\Sigma(\theta, a) = C(\theta, a)C(\theta, a)^T;
\]

(b) expressing \( \Sigma(\theta, a) \) as a function of \( \theta \) and \( a \) directly, and placing bounds on each one of the parameters \( \theta \), \( \theta_{min} < \theta < \theta_{max} \), to ensure that \( \Sigma(\theta, a) \) is positive definite.

Each method has its proper application place. Method (a) can always be applied but requires a matrix multiplication for each evaluation of \( \Sigma(\theta) \), and since the matrix \( C(\theta, a) \) is not a covariance matrix, it is difficult to interpret and specify reasonably. Method (b) is more intuitive to specify but for problems with several parameters it is hard to find the domain of \( \theta \) that makes \( \Sigma(\theta, a) \) positive definite. Sheffi (1978a) and Sheffi and Dagan (1978b) discuss ways of specifying MNP models by using networks as graphical aids.

The input to a MNP computer program will, thus, typically involve several things:

1. a control card giving the number of observations, alternatives, parameters, attributes, and other information, such as the maximum allowable number of iterations, and a convergence criterion;

5 Although positive-semidefinite matrices are covariance matrices too, the statistical regularity conditions imposed on the specification of a MNP model in Chapter 3 require that \( \Sigma \) be positive definite (see condition 3 in Section 3.2.2).
(2) a set of cards (one for each parameter) giving
\[ \theta_{\text{init}} \] an initial value of \( \theta \) and \( \theta_{\text{max}} \);
(3) the data set (one card per observation) giving the attribute vector
and an observed choice;
(4) either a FORTRAN subroutine giving the specification of \( V(\theta, a) \) and
\( \Sigma_{\theta}(\theta, a) \), or a set of constants that would be used in an internally defined
subroutine.

The computer program will then evaluate \( \log L(\theta) \) at the initial point
and, using a systematic search technique (discussed in the following section),
move to different points \( \theta \) until a value \( \hat{\theta} \) that maximizes the likelihood is
found.

2.3.2 Computer Input Preparation

As an example consider a three-alternative modal-split problem in which
the attractiveness of mode \( i \) is proportional to the negative of the travel time:
\[ V_i = -\theta_1 A_{i1} \quad V_2 = -\theta_1 A_{i2} \quad V_3 = -\theta_1 A_{i3} \]
where \( A_{i1} \) represents the travel time by mode \( i \) and \( \theta_1 \) is a generic parameter
representing the value of travel time in unattractiveness units.

Assuming that modes 1 and 2 are two public-transportation modes (say,
bus and streetcar) and that mode 3 is the private automobile, it seems
reasonable to expect modes 1 and 2 to share some neglected attributes that
would not particularly affect mode 3, e.g., public-transportation discomfort
and lack of privacy. It then makes sense to specify the covariance matrix
\( \Sigma_{\theta}(\theta, A) \) as
\[
\Sigma_{\theta}(\theta, A) = \begin{bmatrix}
1 & \theta_2 & 0 \\
\theta_2 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix}
\]
where \( \theta_2 \) represents the correlation of \( U_1 \) and \( U_2 \) (a large number would
indicate that the common neglected attributes influence the perceived
attractiveness heavily and a small number would indicate the opposite).

Since for this particular problem we are employing specification method
(b), we need to make sure that \( \Sigma_{\theta}(\theta, A) \) is positive definite. This can be done by
calculating the main diagonal minors of \( \Sigma_{\theta} \) and finding the range of \( \theta_2 \) for
which they are positive. In our case, \( \Sigma_{\theta} \) is positive definite if \( |\Sigma_{\theta}| > 0 \),
which, ofcourse, only happens if \( |\theta_2| < 1 \).

Since logically \( \theta_1 \) need not be restricted, one could assign the following
values to \( \theta_{\text{min}} \) and \( \theta_{\text{max}} \):
\[ \theta_{\text{min}} = (-100, -1) \quad \text{and} \quad \theta_{\text{max}} = (100, 1) \]

Table 2.4 gives a hypothetical data set for this problem, and Table 2.5
gives the necessary computer input. The computer output is given at the end
of the next section.

2.4 Maximization Methods and Computer Output Interpretation

2.4.1 Search Methods

Once a log-likelihood evaluation method has been adopted, it is possible
to use standard optimization procedures to find the maximum of \( \log L(\theta) \).
The procedures discussed in this section are the steepest-ascent, Newton-
Raphson, and variable-metric methods. In addition, one can use search
Table 2.5
Trinomial Probit Input Data with CHOMP

(a) Card sequence

8. Job Control cards

7. Initial value cards

6. Data set

5. Control card

4. Job control cards

3. Specification subroutine

2. Main program

1. Job control cards

(b) Card contents

<table>
<thead>
<tr>
<th>Description</th>
<th>Actual card contents for the example</th>
</tr>
</thead>
<tbody>
<tr>
<td>FORTRAN Specification subroutine</td>
<td>SUBROUTINE SPEC (A, PAR, K, V, SIGMA)</td>
</tr>
<tr>
<td>In this subroutine, ( A(L,K) ) is the ( L )th attribute of the ( K )th observation. PAR(L) represents ( \theta_L ), ( V(L) ) is the ( L )th measured attractiveness function, and SIGMA ((I,J)) is an element of the covariance matrix.</td>
<td></td>
</tr>
<tr>
<td>( V(1) = -PAR(1) \times A(1, K) )</td>
<td>( V(1) = -PAR(1) \times A(1, K) )</td>
</tr>
<tr>
<td>( V(2) = -PAR(1) \times A(2, K) )</td>
<td>( V(3) = -PAR(1) \times A(3, K) )</td>
</tr>
<tr>
<td>SIGMA ((1,1) = 1 )</td>
<td>SIGMA ((1,2) = PAR(2) )</td>
</tr>
<tr>
<td>Control card*</td>
<td>RETURN</td>
</tr>
<tr>
<td>END</td>
<td></td>
</tr>
<tr>
<td>((N A, r, N, I, n, a, N I T, H))</td>
<td>3 2 50 3 0.001 3.0 5 1</td>
</tr>
<tr>
<td>Data set (first and last cards only)</td>
<td>2 16.481 16.196 23.89</td>
</tr>
<tr>
<td>((C \text{HOICE}, A_1, A_2, A_3))</td>
<td>2 15.557 8.307 22.286</td>
</tr>
<tr>
<td>Initial value cards*</td>
<td>0 - 100.00 100.00 0.0001</td>
</tr>
<tr>
<td>((0, \theta_0, \theta_{aux}, \theta_0))</td>
<td>0 - 1.00 1.00 0.000</td>
</tr>
</tbody>
</table>

* \( N A, A, N, I, n, a, N I T \), and \( H \) are, respectively, the number of attributes, parameters, data points, and alternatives; \( r \) is a small number used as a convergence criterion, \( x \) is a number that controls the line search (3 seems always to work well), \( N I T \) is the number of iterations, \( H = 1 \) requests that the covariance matrix of \( \theta \) be calculated, and \( 70 \) are small numbers used to calculate the derivatives of log \( L(\theta) \) numerically.

methods that have been specifically developed for maximum-likelihood problems [such as the one used by Hausman and Wise (1978)], but these will not be covered in this book.

The steepest-ascent method calculates the direction in which the log-likelihood function increases the fastest and evaluates log \( L(\theta) \) several times along such direction until a maximum is found. In mathematical terms, we find the value of \( \eta \) for which log \( L(\theta_0) \) is maximum, where

\[
\theta_0 = \theta + \eta \Delta \theta, \tag{2.28}
\]

\( \eta \) is a scalar and \( \Delta \theta \) is a vector that points in the direction in which log \( L(\theta_0) \) increases the fastest when \( \eta \) is increased. From this new point \( \theta_1 \), the process is repeated until a stationary point from which one cannot find an ascent direction is located.
From elementary calculus it is known that a function increases the fastest in the direction of the gradient, or vector of partial derivatives. That is, for the steepest-ascent method, $\Delta \theta$ is given by

$$\Delta \theta = V_{\theta} \log L(\theta),$$  

(2.29)

where $V_{\theta} \log L(\theta) = [\partial \log L(\theta)/\partial \theta_1, \ldots, \partial \log L(\theta)/\partial \theta_p]$ is the gradient, which can be evaluated numerically.

Once $\Delta \theta$ has been selected, one must find the value of $\eta$, $\eta^*$, that results in the largest increase of $\log L(\theta)$; i.e.,

$$\max_{\eta \geq 0} \log L(\theta + \eta \Delta \theta).$$  

(2.30)

This is, however, a maximization of a function of one variable, which can be accomplished with a golden section search, for instance. An iteration of the steepest-ascent method involves calculating $\Delta \theta$ with Eq. (2.29), $\eta^*$ with Eq. (2.30), and the new value of $\theta$, $\theta_{i+1}$, with Eq. (2.28). The other two search methods about to be reviewed follow the same pattern except that the formulas to calculate the search direction $\Delta \theta$ and the step size $\eta^*$ are different.

The steepest-ascent method is very reliable but needs many iterations to approach the optimum. This can be seen in Fig. 2.5, which displays the convergence steps of a problem similar to the one in the previous section for two different starting points [Daganzo et al., (1977b)]. Since, as can be gathered from the discussion in the two previous sections, calculation of $\log L(\theta)$ is a very time-consuming operation, other methods, which converge in fewer steps and thus require fewer function evaluations, can be used advantageously for MNP analysis.

The Newton–Raphson method is used by some MNI computer packages because, when feasible, it is the fastest search method. With this method, $\theta_{i+1}$ is obtained by approximating $\log L(\theta)$ by a quadratic function with gradient and Hessian matrix (i.e., matrix of partial second derivatives) equal to those of $\log L(\theta)$ at the current point and setting $\theta_{i+1}$ equal to the maximum of the quadratic function. For the method to work, the Hessian matrix should be negative definite at each visited point, since otherwise the quadratic function does not have a unique, finite maximum. This is automatically achieved if the log-likelihood function is strictly concave (as in the case of MNI) or, otherwise, by starting with a parameter value $\theta$ that is sufficiently close to the optimum.

For the Newton–Raphson method $\eta^*$ and $\Delta \theta$ are

$$\eta^* = 1, \quad \Delta \theta = V_{\theta} \log L(\theta)[V_{\theta}^2 \log L(\theta)]^{-1},$$  

(2.31)

where $V_{\theta}^2 \log L(\theta)$ represents the Hessian matrix.

The Newton–Raphson method is not suitable for most MNP analyses because the calculation of the Hessian matrix requires a phenomenal computational effort in most instances. The method is computationally attractive, however, for binary probit, and for trinomial probit with fixed and known covariance matrix because for these models the partial derivatives of $\log L(\theta)$ are available in closed form (see Section 2.4.3).

Variable-metric methods have some of the advantages of the two previously discussed methods since they do not require calculation of second derivatives but do exhibit some of the fast-converging characteristics of the Newton–Raphson method. In the Davidon–Fletcher–Powell (DFP) version [see Avriel (1976) for an accessible reference] the search direction at the $(i+1)$st step is given by

$$\Delta \theta_{i+1} = -V_{\theta} \log L(\theta_i)H_i,$$  

(2.32a)

A search method stopping after the first iteration of the Newton–Raphson method is sometimes used by statisticians. It is called the method of scoring [see Rao (1965); Section 5g].

**Fig. 2.5** Convergence pattern of the steepest-ascent method for a two-parameter ($\theta$ and $\rho$ in the figure) trinomial probit model. [Source: Daganzo et al. (1977b).]
where $H_0$ is an approximation for the inverse Hessian matrix, which is recursively updated according to the DFP updating formula

$$H_i = H_{i-1} + \frac{q'_i q_i}{q'_i q'_i} - \frac{H_{i-1} q'_i q_i H_{i-1}}{q'_i q'_i},$$

(2.32b)

In this formula $q_i$ denotes $(\theta_i - \theta_{i-1})$ and $q'_i$ denotes $[\nabla \log L(\theta_i) - \nabla \log L(\theta_{i-1})]$; at the first iteration one sets $H_0$ equal to an arbitrary negative definite symmetric matrix (or positive definite for minimization problems). It should be noted that for MNP calibration programs, calculation of Eq. (2.32b) is a trivial task compared with calculation of $\nabla \log L(\theta)$, and that consequently the computational effort involved in calculating $\Delta \theta$ with a variable-metric algorithm is analogous to that of the steepest-ascent method. Since in a variable-metric algorithm the step size $\eta^*$ is also calculated with (2.30) it can be concluded that the effort per iteration is the same with both methods. As is illustrated in Fig. 2.6, however, the number of steps required with a variable-metric algorithm is made smaller. The difference usually increases with the number of parameters to be estimated and with functions that are approximately quadratic.

As an exercise, we apply the three methods to

$$\max \gamma = -29x_1^2 - 7x_2^2 + 18x_1x_2$$

starting at $x_1 = x_2 = 10$. The maximum of this function is at $x^* = (0, 0)$. The reader can verify the results in Table 2.6, which show the slowness of the steepest-ascent method, and that, indeed, $H_i$ converges to $[\nabla^2 f(x)]^{-1}$.

2.4.2 Computer Output Interpretation and Cost Considerations

Since in addition to the maximum-likelihood estimator one normally wants an estimate of its variance, and since such an estimate is given in most cases by the negative of the inverse of the Hessian matrix of $\log L(\theta)$ at the optimum $\hat{\theta}$ (see Chapter 3), a computer routine should produce $[-\nabla^2 \log L(\theta)]^{-1}$ as an output. This can be done, either numerically once the optimum is reached or by using the matrix $H$ if a variable-metric algorithm is used. For $H$ to be a good approximation, however, the search procedure must have performed several steps near the optimum since otherwise the matrix $H$ may not have been appropriately warmed up.

Instances in which $H$ can be used reliably are not known yet since computational experience with MNP models is still very limited; such knowledge would be useful, however, since numerical evaluation of $\nabla^2 \log L(\theta)$ is a rather time-consuming operation.

Since in an estimation program the computational cost per step increases linearly with the number of data points, it is cost effective to implement computer codes that only use part of the data (say one-tenth of it) to perform a preliminary search that should yield values of $\theta$ and $H$ close to $\hat{\theta}$ and $[\nabla^2 \log L(\theta)]^{-1}$. With these values as inputs, estimation with the entire data set will rarely require more than two or three iterations and the computational cost can be sharply reduced.

Table 2.7 gives the output corresponding to the problem in the previous section. At each iteration, the values of the parameters and the log-likelihood function are given. Note how the value of the likelihood function increases in absolute value immediately after phase I since more data points are considered from then on. At the end, the exact and approximate inverse Hessian matrices with a changed sign are given under the labels "exact and approximate estimated parameter covariance matrix."

The cost per step of a MNP calibration code, using the approximation method for MNP function evaluations and the DFP algorithm as a search method, can be estimated by means of the following formula, where $I$ is the
number of alternatives, \( N \) is the number of sample points, and \( r \) is the number of parameters:

\[
time = \alpha (r + 10) N (I - 2) (I + 3).
\]

The formula follows from the one in Section 2.2.3, taking into account that each log-likelihood evaluation requires \( N \) applications of Clark's formulas, and that each step requires \( r \) log-likelihood evaluations to calculate the gradient and approximately ten to perform the one dimensional search. Since, as mentioned in Section 2.2.3, for a reasonably fast computer \( \alpha \approx 10^{-3} \) sec, one can apply the method to problems with more than three alternatives, ten or more parameters, and several hundred data points.

The direct numerical Hessian evaluation at the end of the program requires a minimum of \( r (r - 1) / 2 \) log-likelihood function evaluations in the neighborhood of \( \theta \), which for problems with many parameters is as time-consuming as performing two or three steps.

Thus, even though it is now possible to calibrate a MNP model with existing techniques, further refinements could reduce computational costs considerably. The next subsection discusses a refinement for MNP problems with known covariance matrix \( \Sigma \).

### 2.4.3 Shortcut Gradient and Hessian Calculating Methods

Let us assume that the covariance matrix of the error terms is positive definite and known for each observation in the data set and that the specification of the measured-attractiveness vector is linear in the parameters.\(^7\) That is, the perceived-attractiveness vector \( U \) can be expressed as

\[
U = \theta [A] + \xi,
\]

where \( U \) and \( \xi \) are row vectors of dimension \( l \), \( \theta \) is a row vector of dimension \( r \), \( [A] \) is a \( (r \times 1) \)-dimensional matrix of constants and attributes, and \( \xi \) is MVN distributed with zero mean and covariance matrix \( \Sigma \) independent of \( \theta \).

First note that the log-likelihood function of an attribute-based sample [Eq. (2.5)] can be written as\(^8\)

\[
\log L(\theta) = \sum_{n=1}^{N} \log p_{\text{obs}}[V(\theta, a_{n}), \Sigma_{\text{obs}}]\
\]

\(^7\) This subsection contains substantial mathematical derivations, but it can be skipped without loss of continuity.

\(^8\) Although the derivations in this section could be generalized to models with nonlinear specifications, this was not done because the notation becomes much more involved and the logic is the same.

\(^9\) The discussion that follows could be generalized to include several sampling methods discussed previously. Instead, they are briefly discussed at the end of the subsection.
Table 2.7
Sample Computer Output

| NO. OF ATTRIBUTES | 3 |
| NO. OF PARAMETERS  | 2 |
| NO. OF SAMPLE POINT | 50 |
| NO. OF ALTERNATIVES | 3 |
| EPSILON            | .00100 |
| ALPHA              | .00000 |
| NO. OF ITERATIONS  | 5 |
| PROGRAM SELECTION  | -9 |

PARAMETER NO. 1
INITIAL VALUE = 0.
MIN. ALLOWABLE VALUE = -100000000
MAX. ALLOWABLE VALUE = 100000000
PARAMETER INCREMENT = .000000

PARAMETER NO. 2
INITIAL VALUE = 0.
MIN. ALLOWABLE VALUE = -100000000
MAX. ALLOWABLE VALUE = 100000000
PARAMETER INCREMENT = .000000

SAMPLE DATA:
1. ATTRIBUTE 1:
2. ATTRIBUTE 2:

BEGIN OUTPUT

LOG LIKELIHOOD AT STARTING POINT = -22.06697

ITERATION 1
LOG LIKELIHOOD = -15.93400
PAR. NO. 1: PAR. VALUE
1: 17775
2: -0.00254

ITERATION 2
LOG LIKELIHOOD = -15.39301
PAR. NO. 1: PAR. VALUE
1: 19712
2: 54513

ITERATION 3
LOG LIKELIHOOD = -15.21489
PAR. NO. 1: PAR. VALUE
1: 17659
2: 02889

ITERATION 4
LOG LIKELIHOOD = -15.21305
PAR. NO. 1: PAR. VALUE
1: 17589
2: 61153

END PHASE I

ITERATION 5
LOG LIKELIHOOD = -34.23635
PAR. NO. 1: PAR. VALUE
1: 13326
2: 61064

ITERATION 6
LOG LIKELIHOOD = -33.69499
PAR. NO. 1: PAR. VALUE
1: 23835
2: 49343

ITERATION 7
LOG LIKELIHOOD = -33.58942
PAR. NO. 1: PAR. VALUE
1: 23815
2: 47568

OPTIMUM REACHED. END EXECUTION

ESTIMATED PARAMETER COVARIANCE MATRIX
(par. nos. covariances (approx.), covariances (exact))

<table>
<thead>
<tr>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>+33292</td>
</tr>
<tr>
<td>2</td>
<td>-0.00438</td>
</tr>
</tbody>
</table>

+995936-01
and that the gradient of \( \log L(\theta) \) is

\[
\nabla_\theta \log L(\theta) = \sum_{n=1}^{N} V_n \log p_{\text{c}} \left[ V(\theta, a_{0n}, \Sigma_{a_{0n}}) \right],
\]

or taking derivatives with respect to \( V \) and then with respect to \( \theta \) (using the chain differentiation rule), we have

\[
\nabla_\theta \log L(\theta) = \sum_{n=1}^{N} V_n \log p_{\text{c}} \left[ V(\theta, a_{0n}, \Sigma_{a_{0n}}) \right] [a_{0n}]^T, \tag{2.33}
\]

where \( V_n \) denotes the vector of partial derivatives with respect to \( V \), and we have used the fact that \( V_{a_{0n}} = \theta [a_{0n}] \).

Analogously, we can write the Hessian matrix as

\[
\nabla_\theta^2 \log L(\theta) = \sum_{n=1}^{N} [a_{0n}] \nabla_\theta \log p_{\text{c}} \left[ V(\theta, a_{0n}, \Sigma_{a_{0n}}) \right] [a_{0n}]^T. \tag{2.34}
\]

It is possible to calculate the gradient and Hessian of \( \log L(\theta) \) simultaneously with \( \log L(\theta) \) by finding \( V_n \log p_{\text{c}} \left[ V(\theta, a_{0n}, \Sigma_{a_{0n}}) \right] \) and \( \nabla_\theta \log p_{\text{c}} \left[ V(\theta, a_{0n}, \Sigma_{a_{0n}}) \right] \) for each observation during the likelihood-evaluation process. Such strategy will be particularly useful when the number of alternatives is smaller than the number of parameters since in such a case \( V_n \) and \( \nabla_\theta \) are easier to apply than \( \nabla_\theta \) and \( \nabla_\theta^2 \). Further economy of computation can be achieved if efficient ways of calculating \( V_n \) and \( \nabla_\theta \) are found.

A shortcut evaluation method of \( V_n \log p_{\text{c}} \left[ V(\theta, a_{0n}, \Sigma_{a_{0n}}) \right] \) and \( \nabla_\theta \log p_{\text{c}} \left[ V(\theta, a_{0n}, \Sigma_{a_{0n}}) \right] \), which was suggested by McFadden (1977), is introduced next.

Consider the MNP function \( p_{\text{c}} \left[ V(\theta, \Sigma) \right] \), given by Eqs. (2.14 and 2.15), and write its partial derivative with respect to \( V_j \) as

\[
\frac{\partial p_{\text{c}} \left[ V(\theta, \Sigma) \right]}{\partial V_j} = \int_{u_1 < u_2 \ldots} \cdot \int_{u_N < -\infty} \cdot \int_{u_j < u_i} \frac{\partial \phi \left[ u \left| V, \Sigma \right\right]}{\partial V_i} du, \quad j \neq i.
\]

Since \( u \) and \( V \) enter in the same way but with opposite signs in \( \phi \left[ u \left| V, \Sigma \right\right] \), one has

\[
\frac{\partial p_{\text{c}} \left[ V(\theta, \Sigma) \right]}{\partial V_j} = \int_{u_1 < u_2 \ldots} \cdot \int_{u_N < -\infty} \cdot \int_{u_j < u_i} - \frac{\partial \phi \left[ u \left| V, \Sigma \right\right]}{\partial u_j} du, \quad j \neq i,
\]

which after changing the order of integration and integrating with respect to \( u_j \) reduces to

\[
\int_{u_1 < u_2 \ldots} \cdot \int_{u_N < -\infty} \phi \left[ u \left| V, \Sigma \right\right]_{u_j = -\infty} du_1 \cdot \cdot \cdot du_{j-1} \cdot \cdot \cdot du_{j+1} \cdot \cdot \cdot du_i, \quad j \neq i. \tag{2.35}
\]

The integrand of Eq. (2.35) can be written

\[
\phi \left[ u \left| V, \Sigma \right\right]_{u_j = -\infty} = \left[ \frac{(2\pi)^{l/2}}{\text{det} (\Sigma)} \right]^{1/2} \exp \left\{ -\frac{1}{2} \left[ \begin{array}{c} u_1 - V_1 \\ \vdots \\ u_{j-1} - V_j \\ u_j - V_j \\ (\Sigma_{ij})^{-1} u_j - V_j \\ \vdots \\ u_i - V_i \\ \vdots \\ u_N - V_N \\ \end{array} \right] \right\}, \quad j \neq i, \tag{2.36a}
\]

and we note that the exponent in this expression is an \((l-1)\)-dimensional quadratic equation in \( u_1, u_2, \ldots, u_{j-1}, u_{j+1}, \ldots, u_N \), and \( u_j \), which can be written

\[
u(j) \phi(u(j)) - 2u(j) R^T + \Sigma_{ij}^{-1} V^T, \tag{2.36b}
\]

where \( u(j) \) represents the vector \((u_1, u_2, \ldots, u_{j-1}, u_{j+1}, \ldots, u_N)\), \( Q \) is an \((l-1) \times (l-1)\)-dimensional, positive definite matrix related to \( \Sigma_{ij}^{-1} \), and \( R^T \) is a column vector that depends on \( \Sigma_{ij}^{-1} \). It is easy to show that the matrix \( Q \) can be obtained by adding row \( j \) of \( \Sigma_{ij}^{-1} \) to row \( i \) and then column \( j \) to column \( i \). The vector \( R \) can be obtained by deleting the \( j \)th element of \( \Sigma_{ij}^{-1} \) and adding it to the \( i \)th element.

Equation (2.36b) can be alternatively written

\[
[u(j) - R Q^{-1} R^T] Q[u(j) - R Q^{-1} R^T] - R Q^{-1} R^T + \Sigma_{ij}^{-1} V^T,
\]

or, letting \( \Sigma_{ij}^{-1} = Q, V(j) = R Q^{-1}, \) and \( K(j) = R Q^{-1} R^T - \Sigma_{ij}^{-1} V^T, \) as

\[
[u(j) - V(j)] K(j) [u(j) - V(j)]^T = R K(j) R^T.
\]

The indexes \( i \) and \( j \) denote the alternative of the MNP function and the partial derivative being considered. Entering with this expression into Eqs. (2.35) and (2.36) yields

\[
\frac{\partial p_{\text{c}} \left[ V(\theta, \Sigma) \right]}{\partial V_j} = - \frac{(\Sigma_{ij})_{ij}^{1/2}(2\pi)^{-l/2}}{2 K(j)} \exp \left( \frac{K(j)}{2} \right) \int_{u_1 < u_2 \ldots} \cdot \int_{u_N < -\infty} \cdot \int_{u_j < u_i} \phi(u(j), \Sigma_{ij}) du,
\]

\[
\int_{u_1 < u_2 \ldots} \cdot \int_{u_N < -\infty} \cdot \int_{u_j < u_i} \phi(u(j), \Sigma_{ij}) du,
\]

\[
\int_{u_1 < u_2 \ldots} \cdot \int_{u_N < -\infty} \cdot \int_{u_j < u_i} \phi(u(j), \Sigma_{ij}) du,
\]

\[
\int_{u_1 < u_2 \ldots} \cdot \int_{u_N < -\infty} \cdot \int_{u_j < u_i} \phi(u(j), \Sigma_{ij}) du,
\]

\[
\int_{u_1 < u_2 \ldots} \cdot \int_{u_N < -\infty} \cdot \int_{u_j < u_i} \phi(u(j), \Sigma_{ij}) du,
\]

\[
\int_{u_1 < u_2 \ldots} \cdot \int_{u_N < -\infty} \cdot \int_{u_j < u_i} \phi(u(j), \Sigma_{ij}) du,
\]

\[
\int_{u_1 < u_2 \ldots} \cdot \int_{u_N < -\infty} \cdot \int_{u_j < u_i} \phi(u(j), \Sigma_{ij}) du,
\]

The matrix \( Q \) is positive definite because, for any \((l-1)\)-dimensional vector \( u(j) \neq 0 \), we can define an \( l \)-dimensional vector \( u = u(j) \) which due to the relationship between Eqs. (2.36a) and (2.36b) satisfies \( u(j) R^T = u \Sigma_{ii}^{-1} u^T > 0 \) (which is positive by the definiteness of \( \Sigma_{ii}^{-1} \)).
The integral in this expression, however, is the MNP function corresponding to the $(i - 1)$th alternative (or $i$th if $j > i$) of a MNP model with $I - 1$ alternatives, mean $\mu_j$, and covariance matrix $\Sigma_i$.

Thus, we write

$$
\frac{\partial p_i(V, \Sigma_i)}{\partial V_j} = - \frac{\left[\Sigma_i^{-1}(i,j)\right]^{1/2}}{2\pi |\Sigma_i|} \exp\left(\frac{K(i,j)}{2}\right) p_i[V(i,j), \Sigma_i(i,j)], \quad j \neq i,
$$

where $i' = i - 1$ if $j < i$ and $i' = i$ if $j > i$. This equation is easier to calculate than a numerical derivative since it involves the probability of choice for a model with $I - 1$ alternatives (instead of $I$). The computational savings are most noticeable for models with few alternatives, with the most dramatic simplification occurring for $I = 3$; in that case, the derivative requires calculation of a trivial binary probit function.

Before illustrating Eq. (2.37) with an example, we note that if $\Sigma_i$ is the same for all the observations in the data set, the values of $\Sigma_i(i,j), \Sigma_i^{-1}(i,j)$, and the square root in Eq. (2.37) can be calculated off line for all possible combinations of $i$ and $j$, with consequent further computational simplification. The derivative with respect to $V_i$ can be obtained by noting that

$$
p_i = \frac{1}{1 + \sum_{k \neq i} p_k}
$$

and that

$$
\frac{\partial p_i(V, \Sigma_i)}{\partial V_i} = - \sum_{k \neq i} \frac{\partial p_k(V, \Sigma_i)}{\partial V_i}.
$$

(2.38)

Of course, the derivatives of $\log p_i(V, \Sigma_i)$ are simply obtained by dividing Eqs. (2.37) and (2.38) by $p_i(V, \Sigma_i)$.

Since $\Sigma_i(i,j)$ is positive definite (see footnote 10), the left-hand side of Eq. (2.37) is always strictly negative and the left-hand side of Eq. (2.38) is always strictly positive. This means that for MNP models in which $\Sigma_i$ is nonsingular, the choice probability of an alternative is a strictly increasing function of the measured attractiveness of the corresponding alternative, and a strictly decreasing function of the measured attractiveness of the other alternatives. This is an important property of the MNP model, which will be used in Chapter 3 as supporting evidence for Conjecture 3.1.

As an illustration we now calculate $\frac{\partial p_i}{\partial V_2}$ for the example presented in Section 2.2.

**Example** Calculate $\frac{\partial p_i}{\partial V_2}$ at $V = (2, 2, 3)$ if

$$
\Sigma_i = \begin{pmatrix}
2 & 0 & 1 \\
0 & 2 & 1 \\
1 & 1 & 3
\end{pmatrix}
$$

We invert $\Sigma_i$ and calculate $\Sigma_i^{-1}(1, 2)$ and $\Sigma_i(1, 2)$:

$$
\Sigma_i^{-1} = \frac{1}{8} \begin{pmatrix}
5 & 1 & -2 \\
1 & 5 & -2 \\
-2 & -2 & 4
\end{pmatrix}, \quad \Sigma_i(1, 2) = \begin{pmatrix}
1 & 1 \\
1 & 3
\end{pmatrix}
$$

We then calculate $R$, $V(1, 2)$, and $K(1, 2)$:

$$
V \Sigma_i^{-1} = \frac{1}{8} \begin{pmatrix}
6 & 6 & 6 \\
6 & 6 & 6 \\
6 & 6 & 6
\end{pmatrix},
$$

$$
R = \frac{1}{3} (3, 1),
$$

$$
V(1, 2) = R \Sigma_i(1, 2) = \frac{1}{2} (3, 1) \begin{pmatrix}
1 & 1 \\
1 & 3
\end{pmatrix} = (2, 3),
$$

and

$$
K(1, 2) = \frac{1}{4} (3, 1) \begin{pmatrix}
1 & 1 \\
3 & -1
\end{pmatrix} - \frac{1}{8} (2, 2, 3) \begin{pmatrix}
5 & 1 & -2 \\
1 & 5 & -2 \\
-2 & -2 & 4
\end{pmatrix} = 0.11
$$

Since $|\Sigma_i| = 8, |\Sigma_i(1, 2)| = 2$, and $i' = 1$, Eq. (2.37) reduces to

$$
\frac{\partial p_i}{\partial V_2} = -0.200 p_i \begin{pmatrix}
2 & 3 \\
1 & 1 \\
1 & 3
\end{pmatrix} = -0.200 \left[ \begin{pmatrix}
1 & 1 \\
1 & 3
\end{pmatrix} \right] = -0.200 \Phi \left( \frac{-1}{\sqrt{2}} \right) = -0.048.
$$

The reader can easily check this result by calculating the derivative numerically, using either Clark's formulas or the integration method. For $V = (2, 2, 3)$, the approximation yields $p_i \approx 0.217$ and the integration method $p_i \approx 0.2156$; in both cases $\Delta p_i / \Delta V_2 \approx -0.05$.

In instances where the approximation formulas do not closely approximate the MNP probabilities, but the approximation method is used anyway, there is no guarantee that the shortcut technique will approximate satisfactorily the derivatives of the approximation model. Experimentation will dictate whether this is a significant problem or not. On the other hand, the shortcut technique should present no problem when used in conjunction with the numerical-integration approach.

The shortcut derivative-evaluation method can be applied to likelihood functions of choice-based samples and random samples with ranked alternatives. For choice-based samples, one can calculate the gradient of the first

---

11 This value need not equal zero. The reader can verify that for this same example $K(2, 3) = -\frac{1}{2}$. 
term of Eq. (2.7a) with the shortcut method and then add to it the gradient of the second term, which can be easily calculated numerically from Eq. (2.7c). Alternatively, if one uses the estimator proposed by Manski and Lerman (1977), the task is trivial, since the estimator only involves maximization of a weighted sum of logarithms of choice functions [Eq. (2.7b)].

For ranked alternative data, the component of the log-likelihood function corresponding to one observation is the logarithm of a MNP function [see Eqs. (2.10), which give the measured attractiveness vector and covariance matrix]. It can be seen that if \( \Sigma_\ell \) is independent of \( \theta \), so will \( \text{cov}(Z_{0\ell}) \) and therefore the shortcut method can be applied without problems. However, \( \text{cov}(Z_{0\ell}) \) will change from observation to observation and one cannot derive \( \Sigma_\ell(j) \) off line with this type of data. The chain-differentiation rule also yields a slightly different version of Eq. (2.33):

\[
V_\theta \log L(\theta) = \sum_{n=1}^{N} V_{E(Z_{0\ell})} \log p_1 [E(Z_{0\ell}), \text{cov}(Z_{0\ell})] \Lambda_{0\ell}[a_{0\ell}]^T. \tag{2.39}
\]

For problems in which the calculation of \( \Sigma_\ell(j) \) can be performed off line, calculation of the gradient with the shortcut method takes approximately as much time as calculation of \( I \) choice functions for a problem with \( I - 1 \) alternatives. For the approximation method this is

\[
\text{time for gradient} \approx \alpha (I - 3)(I + 2)N \quad \text{sec},
\]

and the time for one iteration of a variable metric algorithm (allowing for ten log-likelihood evaluations for the line search) is

\[
\text{time} \approx \alpha N [(I - 3)(I + 2) + 10(I - 2)(I + 3)],
\]

which can be compared with the numerical-derivative formula approach on a ratio basis. Since both search procedures visit the same sequence of points, they converge in the same number of steps and the ratio also indicates the relative calibration cost with the numerical and shortcut approaches. Table 2.8 summarizes the results for different values of the number of parameters \( r \) and alternatives \( I \). It can be seen that the maximum economy is achieved for problems with few alternatives and several parameters. Although gradient computations are much more efficient than the shortcut method, some of the dramatic computation impact is lost by the one-dimensional search required by the variable-metric search. A much more noticeable difference would result if the line search could be obviated with the Newton-Raphson method. The Newton-Raphson method, however, requires the Hessian at each visited point and thus can only be used if the Hessian is easy to calculate.

Hessian calculations are also important because the negative definiteness at \( \hat{\theta} \) ensures that we are at a local maximum of the log-likelihood function and the negative of its inverse gives an estimate of the covariance matrix of the estimator.

We now discuss how the Hessian matrix can be calculated and how one can apply the technique to develop a very efficient trinomial probit algorithm that may use the numerical integration method.

Taking derivatives in Eq. (2.37) one has

\[
\frac{\partial^2 p_i [V(i), \Sigma_\ell(j)]}{\partial V_j \partial V_k} = \left( \frac{[\Sigma_\ell(j)]^{-1/2}}{2\pi|\Sigma_\ell(j)|} \exp \left[ \frac{K(i)}{2} \right] \right) \cdot V_{V(i)\Sigma_\ell(j)} \cdot V_{V(i)\Sigma_\ell(j)} \quad \forall i \neq j. \tag{2.40}
\]

A similar formula would be obtained from Eq. (2.38) if \( i = j \). Since \( V(i) \) is a linear combination of \( V \), the last factor in Eq. (2.40) is a constant vector that can be calculated off line. Calculation of Eq. (2.40) is thus computationally equivalent to calculating the gradient of a MNP function with respect to \( V \) for a problem with \( I - 1 \) alternatives. This is an involved proposition for problems with several alternatives, since one must calculate \( (I + 1)/2 \) partial derivatives. The Newton-Raphson search is thus not likely to result in computational savings except for problems with two, three, and perhaps four alternatives, since in these cases Eq. (2.40) would assume a closed form.

The trinomial probit model is particularly interesting because \( p_i [V(i), \Sigma_\ell(j)] \) is a binary probit function that can be expressed as the cumulative normal function \( \Phi(\cdot) \) of a simple function of \( V(i) \) and \( \Sigma_\ell(j) \) (see Section 1.3.3). Consequently, the second derivative requires only a single evaluation of \( \phi(\cdot) \) and some multiplications and additions. Furthermore, since for the binary model the two entires of \( V_{V(i)}p_i \) are of equal absolute value and opposite sign, only one of them need be calculated.
The Hessian of $\log p_i$ is obtained from the Hessian and gradient of $p_i$ with the chain differentiation rule which for this case is

$$V_p^2 \log p_i = \frac{1}{p_i^2} [(V_p V_p)(V_p p_i) - p_i V_p^2 p_i].$$

In addition to the results of Eq. (2.40) this equation needs the values of $p_i$ and $V_p p_i$; this is not a problem, however, since this information is already available. The Hessian of $\log L(\theta)$ is of course obtained with Eq. (2.34), as was done with the numerical-evaluation method.

Since the gradient and Hessian calculations for a trinomial probit model with fixed covariance matrix are very simple, it seems reasonable to use the Newton-Raphson method. The method is particularly useful with the numerical-integration approach because the marginal effort required to obtain the gradient and Hessian is small and $\log L(\theta)$ has to be evaluated only once per iteration.

For example, a problem that converges in five steps (not unusual for the Newton-Raphson method) with 500 data points would require just 2500 trinomial probit function evaluations, or approximately 25,000 evaluations of $\Phi(x)$. This is to be compared with the 10 to 20 times higher cost per step of the variable-metric algorithm with numerical derivatives.

The Newton-Raphson method converges quickly on well-behaved "smooth" and concave functions and has proven its usefulness in MNL calibration codes. However, since the properties of $\log L(\theta)$ for the trinomial probit model have not been studied successfully yet, it is difficult to assess how effectively the Newton-Raphson method can be applied to a MNP model. The next section discusses the scant knowledge that exists regarding the unimodality of $\log L(\theta)$.

### 2.5 Properties of the Log-Likelihood Function

Although the steepest-ascent and variable-metric algorithms discussed in the previous section converge to a stationary point of the log-likelihood function, in general, there is no guarantee that such a point will be either a local or a global maximum [see Theorem 10.1 of Avriel (1976, p. 293)]. However, if the log-likelihood function is concave, there is no need to perform any further analysis because every stationary point of a concave function is also a global maximum. Concave log-likelihood functions arise with the MNL model and, as shown later in this section, with the binary probit model.

For general likelihood functions, a stationary point can either be a local minimum, a local maximum or a "saddle point," i.e., a point that is neither a minimum nor a maximum. The type of stationary point is given by the definiteness of the Hessian matrix (thereby the importance of Hessian calculation methods). If the Hessian of the log-likelihood function does not have full rank, one cannot tell whether a local maximum or minimum has been reached. However, if it has full rank, a positive-definite Hessian indicates a local minimum, a negative definite, a local maximum, and an indefinite saddle point. This is easily seen because the Taylor-series expansion of $\log L(\theta)$ in the neighborhood of the stationary point $\theta^*$ can be written

$$\log L(\theta^* + \Delta \theta) \approx \log L(\theta^*) + \frac{1}{2} \Delta \theta V_p^2 \log L(\theta^*) \Delta \theta^T \Delta \theta \to 0,$$

and $\log L(\theta^* + \Delta \theta) > (or <) \log L(\theta^*)$ for all small $\Delta \theta$ if and only if

$$\frac{1}{2} \Delta \theta V_p^2 \log L(\theta^*) \Delta \theta^T > (or <) 0$$

for all $\Delta \theta$. This is of course true if and only if $V_p^2 \log L(\theta^*)$ is positive (negative) definite.

The negative definiteness of $V_p^2 \log L(\theta^*)$ can be determined by inspection of either its principal diagonal minors or its eigenvalues (see Appendix D). If the Hessian matrix is not negative definite, we may not be at a maximum and the search procedure must continue. The search direction, however, cannot be determined from the gradient of $\log L(\theta)$ at the stationary point since it is zero there; it can, instead, be determined by maximizing the difference $\log L(\theta^* + \Delta \theta) - \log L(\theta^*)$ while holding the length of $\Delta \theta$ constant and small. Such a direction is given by the eigenvector of $V_p^2 \log L(\theta^*)$ that corresponds to the largest eigenvalue.\(^{12}\)

The search procedure then continues normally until a negative-definite Hessian matrix corresponding to a local maximum is found.

Unless it is known a priori that the log-likelihood function is unimodal (every local maximum is global), the only way to check whether the maximum is unique is by starting the search from several different points until one is reasonably sure that there is no other point that is also a maximum. This process can be rather time consuming but the cost can be cut by using only part of the data while carrying it out. In the future, analysis and experience will probably identify conditions under which MNP models have unimodal log-likelihood functions and the search for their maxima will be simplified.

\(^{12}\) Since for small $\Delta \theta$, $\log L(\theta^* + \Delta \theta) - \log L(\theta^*)$ is given by $\Delta \theta V_p \log L(\theta^*) \Delta \theta^T$, $\Delta \theta$ is directly proportional to the vector of unit length, $\|x\| = 1$, that maximizes $x^T V_p \log L(\theta^*) x$. Since the Hessian is symmetric and real, it can be expressed as $V_p \log L(\theta^*) = BDB^T$, where $D$ is a diagonal matrix of eigenvalues, and $B$ is a square matrix, such that $BB^T = I$, whose rows are the eigenvectors. Since the quantity to be maximized can be expressed as $yDy(x - \bar{x})$, one can find $x$ first, and then $x = e^Ty$. Since $D$ is diagonal, $y$ is a vector of zeroes with a one in the location corresponding to the largest element of $D$. The value $x$ is obviously given by the corresponding column of $B^T$ (row of $B$) which is by definition the eigenvector corresponding to the largest eigenvalue.
A preliminary result, involving the binary probit model, is given below. We first prove the following lemma.

**Lemma 2.1** The functions \( \log \Phi(z) \) and \( \log[1 - \Phi(z)] \) are strictly concave functions of \( z \).

**Proof** Since such functions are continuous, a necessary condition for strict concavity is that the second derivative be negative. Since \( 1 - \Phi(z) = \Phi(-z) \), the second derivative of \( \log[1 - \Phi(z)] \) coincides with that of \( \log \Phi(-z) \), and it suffices to show that \( d^2 \log \Phi(z)/dz^2 < 0 \). The second derivative is

\[
\frac{d^2 \log \Phi(z)}{dz^2} = \frac{ \phi'(z) \Phi(z) - \phi^2(z) }{\Phi(z)^3},
\]

where \( \phi'(z) \) represents the derivative of \( \phi(z) \). This expression is negative if

\[
\phi^2(z) > \phi'(z) \Phi(z). \tag{2.41}
\]

Since for any finite \( z \),

\[
\phi(z) > 0, \quad 0 < \Phi(z) < 1, \quad \text{and} \quad \phi'(z) = -z \phi(z),
\]

Eq. (2.41) trivially holds for \( z \geq 0 \).

For \( z < 0 \), Eq. (2.41) can be replaced by

\[
\Phi(z) < \phi(z)/|z|, \quad z < 0, \tag{2.42}
\]

but this identity is a well-known property of \( \Phi(z) \) [see Feller (1968, Vol. 1, p. 175), for example], which is proved here for completeness:

\[
\Phi(z) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \exp\left(-\frac{1}{2} t^2\right) dt
\]

\[
= \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{z} \frac{-t}{|t|} \exp\left(-\frac{1}{2} t^2\right) dt \quad \text{if} \quad z < 0
\]

\[
< \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{z} \frac{-t}{|t|} \exp\left(-\frac{1}{2} t^2\right) dt \quad \text{if} \quad z < 0
\]

\[
= \phi(z)/|z| \quad \text{if} \quad z < 0,
\]

which concludes the proof. \( \blacksquare \)

We can now study the concavity of binary probit models. Since, as was explained in Chapter 1, every random utility binary probit model can be reduced to a form

\[
p_1 = \Phi[V(\theta, A)],
\]

\[
p_2 = 1 - \Phi[V(\theta, A)],
\]

where \( V(\cdot, \cdot) \) is a function that depends on \( V(\cdot, \cdot) \) and \( \Sigma(\cdot, \cdot) \), we state the following theorem:

**Theorem 2.1** The log-likelihood function of a binary probit model corresponding to an attribute-based sample is a concave function of \( \theta \) if the function \( V(\theta, A) \) is a linear in \( \theta \).

**Proof** We first note that for any observation \( u \) with choice \( a_{nu} \) and attribute vector \( a_{nu} \)

\[
\log P_{c(nu)}(\theta, a_{nu}) = \begin{cases} 
\log \Phi\left[V(\theta, a_{nu})\right] & \text{if } c(nu) = 1 \\
\log[1 - \Phi\left[V(\theta, a_{nu})\right]] & \text{if } c(nu) = 2
\end{cases}
\]

is a concave function of \( V \) (see Lemma 2.1). Since a concave function of a linear function is concave (see Appendix D), \( \log P_{c(nu)}(\theta, a_{nu}) \) is concave in \( \theta \).

Since \( \log L(\theta) \) is a sum of concave functions, \( \log L(\theta) = \sum_{n=1}^{N} \log P_{c(nu)}(\theta, a_{nu}) \) is itself concave, and the proof is complete. \( \blacksquare \)

For choice-based samples, it is not known whether \( \log L(\theta) \) is concave in a general case. However, we can state the following corollary, which concerns the pseudo-likelihood function \( L(\theta) \).

**Corollary 2.1** With the same restrictions as above, Eq. (2.7b) is concave.

**Proof** Equation (2.7b) is a linear combination (with nonnegative constants) of concave functions, which is itself concave. \( \blacksquare \)

The following also follows immediately from the theorem.

**Corollary 2.2** A binary probit model with linear-in-the-parameters measured attractiveness and fixed covariance matrix has a concave log-likelihood function.

**Proof** In this case \( V(\theta, A) \) is obviously linear in \( \theta \). \( \blacksquare \)

### 2.6 Summary

This chapter has presented the state of the art in calibration of multinomial probit models. Although the techniques and problems are meticulously described, the information in the chapter should be not be regarded as final since current ongoing research may result in substantial improvements to the methods and techniques presented. As a matter of fact, a main purpose of this chapter is to describe the state of the art of MNP calibration calculations, so that further thinking on the subject will be stimulated. Estimation
of multinomial probit models is now possible thanks to the speed of modern-day computers and to some efficient software that has recently been developed. It seems that, at least for the time being, there are two MNP function evaluation methods that can be used. The numerical-integration method, in conjunction with analytical evaluation of gradients and Hessian, can be used for trinomial probit models with linear-in-the-parameters specifications and known covariance matrix. The recommended search procedure is the Newton-Raphson method, since it requires a minimum number of log-likelihood evaluations. The approximation method can be economically applied to general problems with more than three alternatives and several hundred data points. A variable-metric or similar algorithm that does not require Hessian calculations seems most appropriate since, so far, experience with it has been satisfactory. A third MNP function-evaluation method (Monte Carlo simulation) has been also proposed, but its applicability seems to be restricted to prediction problems.

At the time of this writing, there already are a few computer programs for estimation of MNP models. CHOMP is a research-oriented computer program developed by the author and his associates that uses the approximation method and a variable metric algorithm. The output of CHOMP includes the maximum-likelihood estimate \( \hat{\theta} \) and an estimate of its covariance matrix. Some economy with large data sets is achieved by using only some of the data in the initial stages of the search.

The unimodality of \( \log L(\theta) \) has been established only for the binary probit model with a linear-in-the-parameters specification of \( V(\theta, \alpha) \). Since experience with problems with more than three alternatives is still limited, one must proceed with caution because multiple maxima and/or saddle points may be encountered.

Advances in MNP model calibration can be expected in the near future with emphasis, perhaps, on enhancing the accuracy and efficiency of choice-probability calculations and improving the understanding of the unimodality of \( \log L(\theta) \).

Some bibliographical notes on the computational aspects of MNP calibration follow.

The papers by Hausman and Wise (1978) and Andrews and Langdon (1976) contain, respectively, what appears to be the first calibration of a MNP model with more than two alternatives and a clear description of the numerical-integration method for three alternatives. Section 2.2.1 is based on the research of these authors. The simulation approach of Section 2.2.2 was proposed by Lerman and Manski (1977). The papers by Daganzo et al. (1977a, 1977b) and Boutellier’s dissertation (1978, Chapter 2) provide much of the background for the discussion in Section 2.2.3. For the theoretically oriented reader, Clark’s original paper (1961) is highly recommended, in particular, the appendix containing the derivation of the approximation formulas. Clark’s formulas were first applied to a choice model by Daganzo and Sheffi (1977).

The shortcut gradient calculation technique of Section 2.4.2 was proposed by McFadden (1977), who also gives a concise review of other discrete choice model calibration issues. The user’s manual and listing of CHOMP (the previously mentioned calibration code) are given by Daganzo and Schoenfeld (1978). CHOMP is based roughly on the original experimental code developed by Daganzo et al. (1977a).
Chapter 3  Statistical Aspects of Multinomial Probit Model Calibration

It was mentioned in Chapter 1 that application of a MNP model required three steps: specification, calibration, and prediction. Since specification is a step that has to be done based on one’s intuitive or technical knowledge of a problem, and the type of application greatly influences the model form, an in-depth discussion of useful MNP specifications for different applications areas will not be given in this book. Chapter 2 addressed this issue indirectly by showing how a gap-acceptance study could be cast as a MNP problem, thereby illustrating how technical knowledge can help in model specification. In many applications, however, it is not possible to derive such a clear-cut specification and an investigation of the effect of possible specification errors in the accuracy of the model is warranted. This chapter deals with such issues as well as with several other statistical aspects of MNP model calibration. Of no concern will be how one obtains the estimates, since the mechanical aspects of calibration have already been covered in Chapter 2.

3.1 Model Specification Considerations

We assume for the rest of this section that the true model\(^1\) has a measured-attractiveness vector that is linear in the parameters and that consequently can be expressed as

\[
V = a[\theta].
\]  

(3.1)

\(^1\) As was mentioned in Chapter 1, and is usual in econometrics, we assume there is such a thing as a true model and a true parameter value.

where \([\theta]\) represents an \(s \times 1\) matrix whose entries are either known constants or elements of \(\theta\), and as usual \(V\) is an \(I\)-dimensional row vector of measured-attractiveness values and \(a\) an \(s\)-dimensional vector of attributes, which, in order to allow for the representation of constants in the specification of \(V\), starts with numeral 1. The covariance matrix of the true model \(\Sigma_x\) will be allowed to depend on \(\theta\) but not on \(a\). Although these qualifications restrict the scope of the models that are the subject of our discussion, they still apply to many situations. For example, the modal-split numerical example of Sections 2.3.2 and 2.4.2 satisfies all the requirements. In a non-MNP context, the assumptions of this section are standard in most disaggregate demand modeling efforts to date since, with the MNL model, computer programs are prepared for linear-in-the-parameters specifications of the measured-attractiveness vector only, and as was seen in Chapter 1 the covariance matrix of an MNL model is fixed and known. Furthermore, the requirement that the covariance matrix of the true model is not a function of \(a\) is not as restrictive as it may seem, because one of the objectives of this section is, precisely, to find instances where, due to the characteristics of the data and/or the nature of the problem, it may be wise to use a specification that does depend on \(a\).

In the discussion that follows, several MNP specification issues will be covered, in particular, errors in the data, errors in the specification of the model, population taste variations, and parameter estimability.

3.1.1 Errors in the Data

The model considered in this section is

\[
U = a[\theta] + \xi,
\]  

(3.2)

where as usual \(U\) is the perceived attractiveness and \(\xi\) an unobservable error-term vector that is MVN distributed with mean zero and covariance matrix \(\Sigma_x(\theta)\). The question being addressed is What is the appropriate course of action we should take if we suspect certain major inaccuracies in the measurement, or reporting, of \(a\) in our data? In other words, if our data set consists of a reported attribute vector \(a^*_n\) for the \(n\)th observation \((n = 1, 2, \ldots, N)\), which differs from the true, unknown attribute vector value \(a_n\), by an amount \(\eta_n\):

\[
a^*_n = a_n + \eta_n,
\]  

(3.3)

is there a way of modifying the model to avoid biases in the estimation of \(\theta\)? The answer is, under certain conditions, yes.
If \( \eta_{00} \) varies across the population according to a MVN distribution with mean \( \bar{\eta} \) and covariance matrix \( \Sigma_\eta \), Eq. (3.2) becomes

\[
U_{e0} = a_{e0}^e[\theta] + \xi_{e0}^e, \quad \xi_{e0}^e = \xi_{e0} - \eta_{e0}[\theta],
\]

(3.4)

where \( \xi^e \) is unobserved with mean and covariance matrix given by

\[
E(\xi^e) = -\bar{\eta}[\theta], \quad \text{cov}(\xi^e) = \Sigma_\xi(\theta) + [\theta]^T \Sigma_\eta[\theta].
\]

(3.5a, b)

If the values of \( \bar{\eta} \) and \( \Sigma_\eta \) can be guessed (e.g., \( \bar{\eta} \) may be known to be zero and \( \Sigma_\eta \) diagonal with known entries), one can estimate \( [\theta] \) correctly with the available data using the following MNP model form:

\[
V^*(\theta, a^*) = (a_{e0}^e - \bar{\eta})[\theta].
\]

(3.6a)

\[
\Sigma_\xi(\theta) = \Sigma_\xi(\theta) + [\theta]^T \Sigma_\eta[\theta].
\]

(3.6b)

Once \( \theta \) has been estimated it is possible to replace it into the original specification of the model, Eq. (3.2), to obtain a calibrated choice function dependent on \( a \).

If the values of \( \bar{\eta} \) and \( \Sigma_\eta \) are not known, it is still possible to calibrate a MNP model with

\[
V^*(\theta, a^*) = a_{e0}^e[\theta] + \theta_\omega,
\]

(3.7a)

\[
\Sigma_\xi(\theta) = \Sigma_\xi(\theta) + \theta_\xi,
\]

(3.7b)

where \( \theta_\omega \) is an \( I \)-dimensional vector of additional parameters corresponding to the constant vector \( \bar{\eta}[\theta] \), and \( \theta_\xi \) is a positive-semidefinite matrix that replaces \( [\theta]^T \Sigma_\eta[\theta] \).

Unfortunately, inclusion of \( \theta_\omega \) and \( \theta_\xi \) in the specification makes the parameters that appeared only in \( \Sigma_\xi(\theta_\xi) \), or only as independent constants in \( V \), unestimable [Section 3.1.4. discusses estimatability problems in general and Eqs. (3.7) as an example]. Since this precludes obtaining a choice function based on Eq. (3.2), the calibrated choice function must be derived from Eqs. (3.7). It will therefore be a function of \( a^* \) (not \( a \)), which is a variable whose distribution across the population must be forecasted for prediction purposes. This is not desirable because in many instances the distribution of \( a^* \) is so difficult to forecast that, in order to carry out a prediction, one has to guess the distribution of \( a^* \) with a procedure involving as many subjective decisions as the one needed to guess the values of \( \bar{\eta} \) and \( \Sigma_\eta \) in the data. Thus, unless the distribution of \( a^* \) can be forecasted easily, it is much more desirable to guess \( \bar{\eta} \) and \( \Sigma_\xi \) and use Eqs. (3.6) to estimate \( \theta \) since the resulting model involves fewer parameters.

Example

The modal-split model of Section 2.3.2 can be defined in terms of \( \theta \) and \( a \) as

\[
a = (1, a_1, a_2, a_3), \quad \theta = (\theta_1, \theta_2),
\]

\[
[\theta] = \begin{bmatrix}
0 & 0 & 0 \\
-\theta_1 & 0 & 0 \\
0 & -\theta_1 & 0 \\
0 & 0 & -\theta_1
\end{bmatrix}, \quad \Sigma(\theta) = \begin{bmatrix}
1 & \theta_2 & 0 \\
\theta_2 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix}.
\]

If the data in Table 2.4 contained measurement errors in the columns giving \( a_1 \), \( a_2 \), and \( a_3 \), these values would have to be regarded as being \( a^* \), and the specification of the model modified accordingly.

Assuming that the differences between the table values and the true values are independent identically distributed normal variables with zero mean and variance proportional to \( a^* \):

\[
\eta \sim \text{MVN}(0, \theta_3)
\]

\[
\begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & a_1^2 & 0 & 0 \\
0 & 0 & a_2^2 & 0 \\
0 & 0 & 0 & a_3^2
\end{bmatrix}
\]

one can obtain \( V^*(\theta, a) \) and \( \Sigma_\xi(\theta) \) from Eqs. (3.6):

\[
V^*(\theta, a) = a_{e0}^e[\theta] = (-\theta_1 a_1^*, -\theta_2 a_2^*, -\theta_3 a_3^*)
\]

and

\[
\Sigma_\xi(\theta) = \begin{bmatrix}
1 & \theta_2 & 0 \\
\theta_2 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix} + \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix} \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix} + \begin{bmatrix}
0 & \theta_3 a_3^* & 0 \\
0 & 0 & \theta_3 a_3^* \\
0 & 0 & 0
\end{bmatrix} \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix} = \begin{bmatrix}
1 + a_1^2 + a_2^2 + a_3^2 & 0 & 0 \\
0 & 1 + a_2^2 + a_3^2 & 0 \\
0 & 0 & 1 + a_3^2 + a_3^2
\end{bmatrix}.
\]

Calibration of these functions with the data in Table 2.4 would yield values of \( \theta_1 \), \( \theta_2 \), and \( \theta_3 \) that could be substituted in both the original and modified models for prediction purposes.
When the appropriate allowances for errors in the data are not made, the resulting parameter estimates will generally be biased. Unfortunately, closed form formulas to predict the bias are not yet available because \( \theta \) does not assume a closed form as it does in the case of multiple regression. Nevertheless, it helps knowing that one can avoid the possible biases by modifying the MNP model in a simple way.

The Missing Data Problem

A not-infrequent occurrence in many estimation problems is the absence of some attributes in some observations of the data set. For instance, in studies requiring socioeconomic data it is not uncommon for many people not to know, or not to be willing to disclose the value of attributes such as income. In such cases, if there are only a few observations with missing data, it is possible to omit these observations from the data set and proceed in the normal way. If many observations contain missing data, however, the accuracy of the results will suffer, and it may be worthwhile to use one of two techniques, similar to those used when there were errors in the data, that can use all the data points in the sample. They are guessing, and using the data.

If a good guess can be made for the missing attribute, we can include the guess as part of the sample and correct the covariance matrix to take into account the possible error. The technique is identical to the one leading to Eqs. (3.6). Let, in this section only, \( a'_{00} \) denote the components of \( a_{00} \) that are not guessed, \( a''_{00} \) the guesses, \( [\theta'_{00}] \) the rows of \( [\theta] \) that correspond to guessed attributes for the \( n \)th observation, and \( [\theta_{00}] \) the remaining rows. Using this notation, the perceived-attractiveness vector can be expressed as

\[
U_{00} = a'_{00}[\theta'_{00}] + a''_{00}[\theta''_{00}] + \eta'_{00}[\theta''_{00}] + \epsilon_{00},
\]

where \( \eta'_{00} \) represents the error in the estimation of \( a''_{00} \). If the accuracy of the guessing process can be assessed, it may be possible to obtain the distribution of \( U_{00} \), which under the usual conditions of normality and zero mean for \( \eta'_{00} \) corresponds to a MNP model with

\[
V_{00} = a'_{00}[\theta'_{00}] + a''_{00}[\theta''_{00}],
\]

\[
\xi_{00} = \eta_{00} + \eta'_{00}[\theta''_{00}],
\]

and

\[
\Sigma_{\xi_{00}} = \Sigma_{\xi} + \left[\theta''_{00}\right]\Sigma_{a''_{00}}[\theta''_{00}].
\]

If a good guess cannot be made, it may be possible to estimate the mean and variance of the missing attributes conditional on the observed attributes from inspection of the complete observations in the data set. We can then set \( a''_{00} \) equal to the mean, \( \Sigma_{a''_{00}} \) equal to the covariance matrix, and use Eqs. (3.9) for estimation. This technique is similar to the zero-order regression estimation method of the general linear model when some observations are missing. Carrying it out is, of course, more easily said than done, because the sample may not contain enough complete observations similar to the one with missing attributes. For observations where only one attribute is missing, however, the task may not be quite so difficult, since then one has to estimate only a mean and a variance. It is important to note that in deriving the values of \( a_{00}' \) and \( \Sigma_{a_{00}'} \), for both the guessing and data-use methods (or any hybrid thereof) the adopted values should not be influenced by the choice of the observation, for otherwise the likelihood equation representing the probability of the choice given the attributes will no longer be meaningful.

3.1.2 Specification Errors

It is not easy to state a priori the effect of omitting an attribute from the true specification of a MNP model on the parameters associated with other attributes. However, as happened with errors in the data, under certain fairly general conditions, it is possible to correct the specification of a model to avoid errors. The problem is analogous to that of using a data set with some attributes missing in all the observations.

We express the perceived attractiveness of the correctly specified model as

\[
U = a'[\theta] + a''[\theta''] + \xi,
\]

(3.10)

where the attributes of \( a'' \) are, mistakenly, being omitted from the specification. If the distribution of \( A'' \), conditional on \( a' \), can be considered to be MVN with mean vector and covariance matrix dependent on \( a' \), one can conceptually reduce Eq. (3.10) to a MNP model in the same way as was done with Eq. (3.8). This is difficult to do in practice, however, because one rarely has an exhaustive list of the neglected attributes (as they were called in Chapter 1); and even if many of them were known, it would be difficult to determine the form of their dependence on \( a' \).

These problems are alleviated if, as is often the case, one can reasonably assume that the neglected attributes are independent of the rest. In such a case the term \( a''[\theta''] \) can be treated as a constant vector plus a zero-mean error term, both to be determined from the estimation process

\[
a''[\theta''] = \theta'' + \xi'', \quad \xi'' \sim \text{MVN}(0, \Sigma_{\xi''}).
\]

(3.11)

For estimation, \( \theta'' \) is added to the first row of \([\theta] \), which premultiplied by \( a' \) yields the corrected measured attractiveness vector \( V' \). The corrected covariance matrix \( \Sigma_{V'} \) is given by \( \Sigma_{V''} \). The resulting model is still
MNP and therefore it should be possible to obtain satisfactory estimates for $[\theta]$. Multinomial probit is the only discrete choice model in existence today that, by admitting a full parametrization of the covariance matrix of the error terms, can capture properly the consequences of neglected attributes. We now show that the example that was calibrated in Section 2.3.2 could correspond to a MNP model with some neglected attributes.

**Example** The true specification of a three-alternative modal-choice problem could be as follows:

- alternative 1 (bus) $U_1 = -\theta_1 T_1 + C_T + \xi_1$;
- alternative 2 (streetcar) $U_2 = -\theta_1 T_2 + C_T + \xi_2$;
- alternative 3 (automobile) $U_3 = -\theta_1 T_3 + C_A + \xi_3$.

In these equations $T_i$ represents the travel time by the $i$th mode in appropriate units, $C_T$ represents the comfort associated by a person with transit travel (in attractiveness units), and $C_A$ the comfort of auto travel. Since it is difficult to provide an objective measure for comfort that is quantifiable, the variables $C_T$ and $C_A$ will be omitted from the model specification (i.e., they will become neglected attributes) and will be inserted into the error terms.

Assuming the $\xi$'s are independent, identically distributed normal variables with zero mean and the same variance $\sigma^2 = \sigma_2$, and that $C_T$ and $C_A$ are also mutually independent normal variables (independent of $T_1$, $T_2$, and $T_3$, too) with unknown means and variances,

$$E(C_T) = \theta_3, \quad E(C_A) = \theta_4, \quad \text{var}(C_T) = \text{var}(C_A) = \theta_5,$$

we can proceed to write the corresponding MNP model.

The partitioning of $a$ and $[\theta]$ yields

$$a' = (1, T_1, T_2, T_3), \quad a'' = (C_T, C_A),$$

$$[\theta] = \begin{bmatrix} \theta_3 & \theta_4 \\ -\theta_1 & 0 \\ 0 & -\theta_1 \end{bmatrix}, \quad [\theta''] = \begin{bmatrix} 1 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}.$$ 

The mean of $a''[\theta'']$ is

$$\theta'' = E(a'')[\theta''] = (\theta_3, \theta_5, \theta_4)$$

and the covariance matrix is

$$\Sigma_{\varepsilon} = [\theta''][\Sigma_{\varepsilon}][\theta''] = \begin{bmatrix} \theta_5 & \theta_3 & 0 \\ \theta_3 & \theta_5 & 0 \\ 0 & 0 & \theta_3 \end{bmatrix}.$$ 

Consequently, we have

$$V^* = (1, T_1, T_2, T_3)$$

$$\begin{bmatrix} \theta_3 & \theta_5 & 0 \\ -\theta_1 & 0 & 0 \\ 0 & -\theta_1 & 0 \\ 0 & 0 & -\theta_1 \end{bmatrix}$$

and

$$\Sigma_{\varepsilon} = \begin{bmatrix} \theta_2 + \theta_3 & \theta_5 & \theta_7 \\ \theta_5 & \theta_7 + \theta_5 & 0 \\ \theta_7 & 0 & \theta_7 \end{bmatrix}.$$ 

This is a more general form of the example in Section 2.3.2 because there we assumed that $\theta_3 = \theta_1 = 0$. Aside from that, the models are identical for all we have to do is measure travel time in a system of units for which $\theta_2 + \theta_3 = 1$.

Other specification errors, for example, those involving misspecification of the covariance matrix, are much more difficult to study. Of particular interest is the specification error that occurs when the measured-attractiveness vector is not a linear function of $\theta$, but a linear form is adopted nevertheless.

We first show that it is always possible to use, at least conceptually, a linear specification involving some extra parameters instead of the nonlinear specification in $\theta$. We will also assume without loss of generality that the linear specification used is the approximation of the nonlinear function in the neighborhood of the origin $\theta = 0$.

Let the true specification of $V_i$ be $V_i = V_i(\theta, a)$, which can be written, by means of a series expansion, as

$$V_i = V_i(0, a) + \frac{\partial V_i}{\partial \theta} (0, a) \theta^T + \frac{\partial^2 V_i}{\partial \theta^2} (0, a) \theta^T + \cdots.$$ 

Note that both the gradient and Hessian of $V_i$ evaluated at $\theta = 0$ are functions of only $a$.

If for simplicity we ignore the higher-order terms (third order, etc.), it is possible to model $V_i$ with a linear specification, provided one introduces some additional parameters $\theta_k$ to replace the $\theta_j \cdot \theta_k$ terms in the third term of $V_i$. One can specify $V_i$ as

$$V_i \approx V_i(0, a) + \sum_{j=1}^{I} \left( \frac{\partial V_i}{\partial \theta_j} (0, a) \theta_j \right) + \sum_{j=1}^{I} \sum_{k=1}^{I} \left( \frac{\partial^2 V_i}{\partial \theta^2} (0, a) \theta_j \theta_k \right) \theta_k,$$ 

which is a linear specification with parameters $\theta_j$ and $\theta_k$, and explanatory variables

$$\frac{\partial V_i}{\partial \theta_j} (0, a), \quad \frac{\partial^2 V_i}{\partial \theta^2} (0, a) \theta_k (0, a),$$
Since very often the linear specification used involves only the first two terms of Eq. (3.12), the resulting error would be equivalent to neglecting the attributes $\delta^2 V_j/\delta\theta_j \delta\theta_{j_0} = 0$ from the specification of the model, which is a problem that has already been explored. The previous discussion, however, does not entirely apply here since one cannot reasonably assume independence of the neglected attributes and the ones that are included. There is little more that can be said about nonlinearities except, perhaps, that one must exercise care whenever the curvature of $V(\theta, \alpha)$ is felt to be important over the relevant range of $\alpha$.

### 3.1.3 Taste Variations

A type of nonlinearity that is often used in demand modeling, consists in letting the values of the coefficients of the attributes change with the value of $\alpha$. If, for instance, in a mode-choice model, $\alpha_1$ represents travel time by automobile and its coefficient $\theta_1$ represents the contribution towards attractiveness of one unit of travel time (i.e., the "value" of travel time) it seems reasonable to speculate that such a coefficient should depend on the socioeconomic status of the individual. In our case we could define the coefficient as an increasing function of income, and we could use $\theta_{\alpha_1} (\alpha_1 \text{ represents income})$ instead of $\theta_1$ for a more realistic specification of the model.

These variations in the coefficients are sometimes called **systematic taste variations**, because they are included to represent the differences among people in the way they appraise the various components of the attractiveness of an alternative. Systematic taste variations can and have been used in MNL models since, as long as the coefficients of every attribute are linear functions of $\theta$, the resulting specification will also be linear in $\theta$. In another type of taste variation that is often considered in demand modeling the coefficients of the attribute vector are allowed to change from person to person in an unpredictable way. Because of this feature, this second type of taste variation is called **random taste variation** or, simply, **taste variation**.

To analyze random taste variations, it is convenient to represent the specification of the model by [note the difference—in form only—between Eqs. (3.1) and (3.13)]

$$U_{10} = (\theta + \Delta \theta_{10})[\beta_0 + \xi_{10}].$$

where $\theta$ is the parameter vector, $[\alpha_{10}]$ is an $r \times 1$ matrix whose entries are either known constants or attributes (the $j$th column contains the attributes appearing in the $j$th measured-attractiveness function), and $\Delta \theta_{10}$ is the fluctuation of the vector of coefficients around the population mean value $\theta$, corresponding to the $n$th individual in the sample. Since the vector $\Delta \theta_{10}$ is not observable and changes from individual to individual it can be included as part of the error term. Thus Eq. (3.13) defines a random utility model with

$$V^* = \theta[\alpha]$$

and

$$\xi^* = \Delta \theta[\alpha] + \xi.$$  

If the elements of $\Delta \theta$ are MVN distributed with mean zero (by construction) and covariance matrix $\Sigma_{\alpha}$, Eqs. (3.14) define a MNP model with covariance matrix

$$\Sigma_{\xi} = [\alpha] \Sigma_{\alpha \alpha} [\alpha] + \Sigma_{\xi}.$$  

In some cases the matrix $\Sigma_{\alpha \alpha}$ may be known, but most often it is left to be estimated, at least in part.

### 3.1.4 Parameter Estimability

In the last three subsections we discussed ways of avoiding errors in the specification of models and enhancing their realism. Even for models whose specification approximates reality well, however, there are instances where the values of some of the parameters cannot be derived from data because the model fits the data equally well for different values of $\theta$.

For instance, in the binary probit model whose specification is given by

$$U_1 = (\theta_1 + \theta_3) + \beta_3 \alpha_1 + \xi_1,$$

$$U_2 = \theta_2 + \xi_2,$$

it is not possible to estimate the values of $\theta_1$, $\theta_2$, and $\theta_3$, because exactly the same choice functions are obtained as long as $\theta_1 + \theta_2 - \theta_3$ remains constant.

The choice functions for this model can be expressed as

$$p_1 = \Phi \left( \frac{V_1 - V_2}{\sqrt{2}\delta} \right) = \Phi \left( \frac{\theta_1 + \theta_3 - \theta_2 + \beta_3 \alpha_1}{\sqrt{2}\delta} \right),$$

$$p_2 = 1 - p_1,$$

which reduce to the same functions of $\alpha_1$ whether $\theta = (\theta_1, \theta_2, \theta_3, \beta_3)$ or $\theta(x, y) = (x, y, \beta_3, x + y + \beta_3 \alpha_1)$, and $\theta = (\theta_1, \theta_2, \theta_3)$ or $\theta(x, y) = (x, y, \beta_3, x + y + \beta_3 \alpha_1)$, and $\theta = (\theta_1, \theta_2, \theta_3)$ or $\theta(x, y) = (x, y, \beta_3, x + y + \beta_3 \alpha_1)$, since parameter estimates $\hat{\theta}$ and $\hat{\theta}(x, y)$ give an equally good fit to the data, it is impossible to determine the correct values of $x$ and $y$, and of $\theta_1, \theta_2$, and $\theta_3$. As a matter of fact, with the specification in Eq. (3.15) none of the parameters in it can be determined.
because any combination of parameters yielding the same value for \( \theta_j / \sqrt{2} \) \((i = 1, 2, 3, 4)\) also yields the same choice function.

In general, it can be said that whenever the choice functions can be expressed as a function of a smaller set of parameters, \( \theta' \), related to the old parameters by \( \theta = \theta(\theta') \),

\[
P_i(\theta, a) = P_i(\theta(\theta'), a),
\]

the old set of parameters is not estimable because the specification in terms of \( \theta' \) is entirely equivalent to that of \( \theta \); and even if \( \theta' \) could be estimated, \( \theta \) could not be derived from it.

Verifying the estimability of the parameters of a MNP model could be difficult, since to do that it is necessary to analyze the choice function; and with three or more alternatives, the choice function of a MNP model does not assume a closed form. Fortunately, as was discussed in Chapter 2, the MNP choice function can be expressed as

\[
P_i(\theta, a) = \Pr \{ U_i > U_j, \forall j \neq i \} \mid E(U) = V(\theta, a), \text{cov}(U) = \Sigma(\theta, a),
\]

where \( P_i(\theta, a) \) depends on \( \theta \) and \( a \) through \( V(\theta, a) \) and \( \Sigma(\theta, a) \) only. Thus, an obvious check is to make sure that there is no change of variable that can reduce the number of parameters in the expressions for \( V \) and \( \Sigma \).

Equations (3.7a) and (3.7b) of a previously discussed example can be examined in this way. It is not possible to estimate \( \Sigma \) and \( \Sigma \) simultaneously (assuming all of the elements of both of them are to be estimated separately) because Eq. (3.7b) can be expressed as a function of a smaller number of parameters. The same can be said of Eq. (3.7a), where the vector \( \theta \) was added to the specification of the measured attractiveness. Any independent constants that appeared in the model are made estimable by the addition of \( \theta \). In the example given by Eqs. (3.15) either \( \theta_1 \) or \( \theta_2 \) could be omitted with this test. A more appropriate specification would then be

\[
U_1 = \theta_1 + \theta_3 a_1 + \xi_1,
\]

\[
U_2 = \theta_4 + \xi_2,
\]

\[
\xi \sim \text{MVN}(0, \Sigma),
\]

Further scrutiny of the properties of Eq. (3.16) enables us to devise other tests. For instance, if the same random variable is subtracted from the attractiveness of all the alternatives, the probability of choice does not change, since the subtraction affects both sides of the inequality \( U_i > U_j, \forall j \neq i \). It was seen in Chapter 2 that if \( U_i \) was subtracted from all the alternatives the MNP function could be expressed as

\[
P_i(V, \Sigma) = \Phi(0 | Z, \Sigma),
\]

where the right-hand side of Eq. (3.18) represents the cumulative distribution function of a \( \text{MVN}(Z, \Sigma) \) variate evaluated at the origin and \( Z \) and \( \Sigma \) are given by Eqs. (2.16), which are reproduced below:

\[
Z_j = V_j - V_i, \quad j = 1, \ldots, I - 1,
\]

\[
\text{cov}(Z_j, Z_k) = \sigma_j^2 - \sigma_{jk}^2 - \sigma_{ji}^2 + \sigma_i^2, \quad j, k = 1, \ldots, I - 1.
\]

A prime in these equations denoted the \( j \)th (or \( k \)th) element of a row or column, when the \( j \)th one has been deleted. Since the choice probability depends on \( \theta \) and \( a \) through \( V \) and \( \Sigma \), and these affect it through \( Z \) and \( \Sigma \), only the same checks that were applied to \( V \) and \( \Sigma \) can be applied to \( Z \) and \( \Sigma \).²

Subtracting \( U_i \) from the revised specification of the example defined by Eqs. (3.17) yields

\[
Z_1 = \theta_2 - \theta_1 - \theta_3 a_2,
\]

\[
\text{var}(Z_i) = 2\sigma_i^2,
\]

and we see that \( \theta_1 \) can be omitted from the specification since (3.19) can be expressed as a function of three parameters only, \( \theta_2 - \theta_1, \theta_3, \) and \( \theta_2 \).

The model can thus be specified as

\[
U_1 = \theta_3 a_1 + \xi_1,
\]

\[
U_2 = \theta_4 + \xi_2,
\]

\[
\xi \sim \text{MVN}(0, \Sigma),
\]

with a further reduction in the number of parameters.

Another transformation that is useful to check is multiplying the perceived-attractiveness vector by a positive constant (i.e., changing the units of measurement) since that will not affect the choice probability. Thus two MNP functions with \( (V, \Sigma) \) and \( (kV, k^2 \Sigma) \) as arguments will yield the same results, provided \( k > 0 \). An appropriate choice of \( k \) may reveal some further estimability problems. For the example in Eqs. (3.20) and \( k = 1 / \sqrt{\theta} \) the model reduces to

\[
U_1 = (\theta_3 / \sqrt{\theta}) a_1 + \xi_1,
\]

\[
U_2 = (\theta_4 / \sqrt{\theta}) + \xi_2,
\]

\[
\xi \sim \text{MVN}(0, I)
\]

² As a consequence of this check, and taking into account that \( \Sigma \) is symmetric, the reader can prove that if \( \Sigma \) is not a function of \( a \) it can have at most \( (I^2 - I)/2 \) estimable parameters that do not appear in \( V \). This means a maximum of one free parameter in \( \Sigma \) for binary probit, and a maximum of three for trinomial probit.
indicating that one can use a model with two constants only:

\[ U_1 = \theta_3 a_1 + \xi_1, \quad (3.21a) \]
\[ U_2 = \theta_4 + \xi_2, \quad (3.21b) \]
\[ \xi \sim \text{MVN}(0, I). \quad (3.21c) \]

No further simplifications can be made to this specification, which on an a priori basis should be estimable. Note that to perform these estimability checks we need not to write the choice function, and consequently they can be performed rather easily even for multinomial models. Close scrutiny of \(V\) and \(\Sigma_e\), however, may not necessarily result in an estimable model because a model that is a priori estimable may not be so with the available data. In such cases we say we have multicollinearity in the data. If the data set corresponding to Eq. (3.21) contains \(N\) observations in which all of them have the same value for \(a_{01} = a, n = 1, 2, \ldots, I\) the log-likelihood function \(\log L(\theta_3, \theta_4)\) can be expressed as

\[
\log L(\theta_3, \theta_4) = \sum_{n=1}^{N} P_{n|0}(\theta_3, \theta_4, a_{00}) = \sum_{n=1}^{N} \left\{ \Phi[c_{n}(\theta_3, \theta_4, a_{00} - \theta_4) - \theta_4)] \right\}^{2} - c_{n}[1 - \Phi[c_{n}(\theta_3, \theta_4, a_{00} - \theta_4)] / \sqrt{2}]^{c_{n}},
\]

which, since \(a_{01}\) is constant, is a function of \((\theta_3 a - \theta_4)\) only. Thus, any combination of \(\theta_3\) and \(\theta_4\) such that \(\theta_3 a = \theta_4\) will yield the same values of \(\log L(\theta)\) and cannot be distinguished with maximum-likelihood estimation.

In real problems one will usually not have the time or the ability (in cases with more than two alternatives) to test for multicollinearity by hand and, as is done for regression, it is desirable to have an automatic check during the calibration process. A reasonable way of testing the estimability of a model consists of verifying that the log-likelihood function is strictly concave in the neighborhood of \(\hat{\theta}\), as in such case all points around \(\hat{\theta}\) yield lower log likelihoods and there cannot be any combination of parameters yielding the same value. This check is automatically done in calibration codes, since they provide the inverse of the Hessian of \(\log L(\hat{\theta})\), which will contain some unusually large entries if either the model is not a priori estimable or there is multicollinearity. The next section contains a computer example of an inestimable parameter vector.

It should be remarked, however, that, rigorously speaking, the strict concavity of \(\log L(\theta)\) at \(\hat{\theta}\) is not a necessary or sufficient condition for estimability. As is discussed in the next section for the true parameter vector \(\theta_{e}\) to be estimable, \(\log L(\theta)\) must be strictly concave at \(\theta_{e}\); only then can we be sure that a strict local maximum of \(\log L(\theta)\) will exist very close to \(\theta_{e}\). Of course this is difficult to verify because the true value of \(\theta_{e}\) is unknown.

### 3.2 Statistical Properties of MNP Estimators

We now investigate the accuracy of the maximum-likelihood estimates. This will be done for random samples in detail and for other sampling mechanisms in an abbreviated form.

Since the results of the sampling process and ensuing calibration procedure (i.e., \(a_{01}, \ldots, a_{0K}, c_{11}, \ldots, c_{1M},\) and \(\hat{\theta}\)) can be regarded as outcomes of an experiment (i.e., the sampling-calibration process); and since such outcomes would change from experiment to experiment in an unpredictable way, one can regard the attribute vectors, choices, and maximum likelihood estimator as random variables\(^4\) \((A_{11}, \ldots, A_{1K}, C_{11}, \ldots, C_{1M},\) and \(\hat{\theta})\) whose values become known only after sampling and calibrating the MNP model.

Throughout this section we will explore the statistical properties of \(\hat{\theta}\), which will give us a clue as to the closeness of \(\hat{\theta}\) and the true value of \(\theta_{e}\). Specifically, it will be shown that under certain conditions \(\hat{\theta}\) is a consistent estimator of \(\theta_{e}\); i.e.,

\[
\lim_{N \to \infty} \text{Pr}(|\hat{\theta} - \theta_{e}| < \epsilon) = 1, \quad \forall \epsilon > 0. \quad (3.22)
\]

Equation (3.22) simply states that the probability that \(\hat{\theta}\) differs significantly from \(\theta_{e}\) can be made arbitrarily small by increasing the sample size. It is a desirable property of estimators because it ensures that whatever accuracy is desired can be obtained. The consistency property, however, is not very informative because Eq. (3.22) does not indicate the magnitude of error that one can expect for a certain sample size; it only says that if \(N \to \infty\), then \(\epsilon \to 0\). In this section, thus, we will also explore the approximate distribution of \(\hat{\theta}\) for large values of \(N\). This will enable us to build approximate confidence regions for \(\theta_{e}\) and test hypotheses, as is extensively discussed in Section 3.4.

\(^3\) The reader can verify that if in Eqs. (3.21) \(U_1\) was defined as \(U_1 = \theta_1 + \epsilon_1 + \max(0, 0.6K + \xi_1)\), the strict (or nonstrict) concavity of \(\log L(\hat{\theta})\) at the maximum \(\hat{\theta}\) would be misleading if the true value of \(\theta_{e}\) were negative (positive) but \(\epsilon_1\) were positive (negative). For MNP models it is not known when relationships similar to that between \(\theta_1\) and \(\theta_4\) occur between the parameters in the covariance matrix and those in the attractiveness vector.

\(^4\) We normally use capital letters for random variables and lower case for the values they take.
3.2.1 Asymptotic Properties of the Maximum Likelihood Estimator

Let \((X_{(1)}, \ldots, X_{(N)})\) be a random sample from a distribution function \(F(x|\theta_0)\), where \(\theta_0\) is unknown. Let us assume that \(\theta_0\) is vector valued and that so is the random variable \(X\), which can have both discrete and continuous components. Define the joint mass-density function of \(X\), \(f(x|\theta_0)\), as

\[
f(x|\theta_0) = \Pr \{ X' = x' \text{ and } X'' \in [x'', x'' + dx''] \} dx''_1 \cdots dx''_n,
\]

where primes denote the discrete components of \(X\), double primes the continuous components of \(X\), and \(l\) the number of continuous components. Then the likelihood of a sample \((x_{(1)}, \ldots, x_{(N)})\) is

\[
L(x_{(1)} \cdots x_{(N)}|\theta) = \prod_{i=1}^{N} f(x_{(i)}|\theta),
\]

which for convenience we abbreviate by \(L(x|\theta)\).

We now state in the form of a theorem some basic results of maximum likelihood theory which will be utilized in the sequel. The interested reader will find proofs of the theorem in standard probability and statistics books such as Wilks (1962) and Rao (1965). Particularly noteworthy for its clarity of presentation and conciseness is Theil’s exposition (Theil, 1971, pp. 384–397), which develops the theory for a one-parameter case.

**Theorem 3.1** If regularity conditions (a)–(d) hold, the maximum-likelihood estimator \(\hat{\theta}\) of \(\theta_0\) from a random sample \(X = (X_{(1)}, \ldots, X_{(N)})\) of \(f(x|\theta_0)\) has the following properties:

- **Properties**
  1. It is consistent.
  2. For large values of \(N\) it is approximately MVN distributed with mean \(\theta_0\).
  3. It is asymptotically efficient. That is, no other *unbiased* (with mean \(\theta_0\)) estimator \(\hat{\Theta}\) can have a smaller covariance matrix for very large samples. More precisely, as \(N \to \infty\), \([\text{cov}(\hat{\Theta})] \to \text{cov}(\Theta_0)\) is a positive-semidefinite matrix.
  4. Minus the inverse Hessian of \(\log L(x|\theta)\) at \(\theta = \hat{\theta}\) is a consistent estimate of \(\text{cov}(\theta)\).
  5. For large values of \(N\), \(-2[\log L(x|\theta_0)/\log L(X|\hat{\theta})]\) approximates \(X^2\) distribution with as many degrees of freedom as parameters.

3 The reader interested exclusively in applications of the MNP model may skip the body of this subsection and read the summary provided in Section 3.2.2.

4 For the rest of this subsection we depart from our convention in notation in two ways: First, although the random variable \(X\) is vector valued, a boldface \(X\) will only be used to represent all the sample; and second, the notation \(L(X|\theta)\) is preferred to \(L(\theta)\) to emphasize that the likelihood value corresponds to a given data set.

**Regular Conditions**

(a) The third derivatives of \(f(x|\theta)\) with respect to the elements of \(\theta\) must exist in an open neighborhood of \(\theta_0\).

(b) The third derivatives of \(\log f(x|\theta)\) must be bounded:

\[
\left| \frac{\partial^3 \log f(x|\theta)}{\partial \theta_i \partial \theta_j \partial \theta_k} \right| < u_{i,j,k}(x)
\]

with \(E_X[u_{i,j,k}(X)] < \mu_{i,j,k}\), for all combinations of \(i, j, k\) in an open neighborhood of \(\theta_0\).

(c) The range of \(X\) must not depend on \(\theta\) so that integration and differentiation can be interchanged as shown below in an open neighborhood of \(\theta_0\):

\[
\int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} L(x|\theta) dx = \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} V(x|\theta) dx.
\]

Of course, in this expression, the integral operator should be visualized as representing the summation operator for the discrete components of \(x\).

(d) \(E_X[-V^2 \log f(X|\theta_0)]\) must be a positive-definite matrix.  

In the remainder of this subsection we show that Theorem 3.1 applies to MNP models with random sampling and discuss how Conditions (a)–(d) can be checked in a simple way (Buthcher, 1978, has investigated the properties of MNP estimates, as well). The main results are summarized in Section 3.2.2.

For a random sample of size \(N\), the maximum-likelihood estimate \(\hat{\theta}\) is obtained by solving

\[
\max_{\theta} \sum_{n=1}^{N} \log P(x_{(n)}|\theta, \alpha_{(n)}),
\]

which is equivalent to solving

\[
\max_{\theta} \prod_{n=1}^{N} \Pr \{ C_{(n)} = c_{(n)} | A_{(n)} = a_{(n)}, \Theta = \theta \}
\]

or, letting \(X_{(n)}\) represent the joint attribute and choice vector \((C_{(n)}, A_{(n)})\),

\[
\max_{\theta} \prod_{n=1}^{N} \left[ \int_{X_{(n)}} f(x_{(n)}|\theta)/F_{A_{(n)}}[a_{(n)}|\theta] \right]
\]

where \(f_{X_{(n)}}(x_{(n)}|\theta)\) represents the joint mass-density function of \(X_{(n)}\) and \(F_{A_{(n)}}[a_{(n)}|\theta]\) is the mass-density function of \(A_{(n)}\), both of them conditional on \(\theta\).

Actualy, we only have to require that \(E_X[-V^2 \log f(X|\theta_0)]\) be nonsingular because if conditions (a)–(c) hold, it can be shown that \(E_X[-V^2 \log f(X|\theta_0)] = \text{cov}[V(x|\theta_0)]\), which must necessarily be positive semidefinite.

8 If the log likelihood has multiple maxima there is at least one solution that satisfies Theorem 3.1. That solution is the maximum-likelihood estimator.
Since \( A \) is independent of \( \theta \), the factor \( \prod_{n=1}^{N} \left[ F_{n}(a_{n}) \right]^{-1} \) enters the equation as a positive constant independent of \( \theta \) that can be ignored, and Eq. (3.23a) can be replaced by

\[
\max_{\theta} \prod_{n=1}^{N} f_{x_{n}}(x_{n} | \theta).
\]

Since, by definition of a random sampling process, the variables \( X_{n} \) are independent and identically distributed, Theorem 3.1 applies.9 We now check to see whether Conditions (a)–(d) are satisfied for MNP models.

We first note that

\[
f_{x}(x | \theta) = P_{x}(\theta, a)F(a)
\]

and that consequently the derivatives of \( \log f_{x}(x | \theta) \) and \( P_{x}(\theta, a) \) with respect to \( \theta \) coincide.

**Regularity Conditions (a)** Since the choice function can be expressed in terms of a MNP function

\[
P_{x}(\theta, a) = p_{c}[V(\theta, a), \Sigma(\theta, a)],
\]

which has finite derivatives if \( \Sigma \) is positive definite [as inspection of Eq. (2.15) shows], \( P_{x}(\theta, a) \) will satisfy Condition (a) if the third derivatives of \( V \) and \( \Sigma \) with respect to \( \theta \) exist. Thus, Condition (a) will be met if \( \Sigma \) is positive definite and the third derivatives of \( V \) and \( \Sigma \) with respect to \( \theta \) exist for all values of \( a \) and \( \theta \). In cases where \( \Sigma \) is not positive definite for all the values of \( \theta \) but there is an open domain defined by \( \theta_{\min} \) and \( \theta_{\max} \) (cf. Chapter 2) in which \( \Sigma \) is positive definite, Condition (a) will be met if \( \theta_{\ast} \) belongs to this domain and \( V \) and \( \Sigma \) are three times differentiable within the domain.

(b) Since \( \log(\cdot) \) is analytical if its argument is positive, the derivatives of \( P_{x}(\theta, a) \) will exist if those of \( P_{x}(\theta, a) \) exist, as long as \( P_{x}(\theta, a) > 0 \) [Condition (c) below ensures that \( P_{x}(\theta, a) \) is always positive]. Thus, an argument similar to the one used with Condition (a) ensures that if the fourth derivatives of \( V \) and \( \Sigma \) with respect to \( \theta \) exist, and \( \Sigma \) is positive definite, as specified in Condition (a),

\[
\frac{\partial^{3} \log f_{x}(x | \theta)}{\partial \theta_{i} \partial \theta_{j} \partial \theta_{k}} = \frac{\partial^{3} \log P_{x}(\theta, a)}{\partial \theta_{i} \partial \theta_{j} \partial \theta_{k}}
\]

exists and is a continuous function of \( \theta \) and \( a \).

If the feasible values of \( A \) are contained in a compact (closed and bounded) set \( \mathcal{A} \), the third derivative will be bounded in the compact set defined by

\[
\mathcal{A} = \left\{ \theta, a \left| |\theta - \theta_{\ast}| \leq \delta, a \in \mathcal{A} \right. \right\} \quad \text{for some } \delta > 0
\]

for any given value of the choice \( c \).

Thus we can write

\[
\left| \frac{\partial^{3} \log P_{x}(\theta, a)}{\partial \theta_{i} \partial \theta_{j} \partial \theta_{k}} \right| < u_{jk}(c) < \infty
\]

and since the set of \( u_{jk}(c) \)'s only has a finite number of members it has a finite upper bound, \( u_{jk} > u_{jk}(c) \).

Obviously, then \( E_{X}[u_{jk}(X)] < u_{jk} \) and Condition (b) is met.

Thus, a sufficient condition for Condition (b) is that \( \Sigma \) be positive definite, the fourth derivatives of \( V \) and \( \Sigma \) with respect to \( \theta \) and \( a \) exist, and that the feasible values of \( a \) are contained in a compact set. However, if as with Condition (a) there is an open domain defined by \( \theta_{\min} \) and \( \theta_{\max} \) in which \( \Sigma \) is positive definite, it is not sufficient to verify the differentiability conditions within the domain as long as \( \theta_{\ast} \) belongs to it.

(c) Since

\[
f_{x}(x | \theta) = P_{x}(\theta, a)F(a),
\]

the range of \( X = (C, A) \) will be independent of \( \theta \) for all the feasible values of \( \theta \) \( (\theta_{\min} < \theta < \theta_{\max}) \), as long as \( P_{x}(\theta, a) \) is strictly positive for all values of \( c \) and all feasible values of \( a \) and \( \theta \). This will happen if \( V \) and \( \Sigma \) are finite (\( \Sigma \) is positive definite, too) because then the choice probability is positive for all the alternatives. This can be seen from Eq. (2.15) because if \( V \) and \( \Sigma \) are finite and \( \Sigma \) is nonsingular the integrand is positive. Under these conditions the interchangeability of integration and differentiation follows inasmuch as \( V_{c} E_{\theta}(V) \) is continuous [provided \( f_{x}(x | \theta) \) satisfies Condition (a)]

For Condition (c) to be met it is thus sufficient that the specification of \( V \) and \( \Sigma \) gives finite values whenever \( a \) and \( \theta \) are finite (a condition implied by the differentiability assumptions) and that \( \theta_{\ast} \) and all feasible values of \( a \) be finite.

(d) It is not easy to derive a sufficient condition to ensure that

\[
- E_{X}[\Sigma_{x}^{2} \log P_{x}(\theta_{\ast}, A)]
\]

is a positive-definite matrix for an arbitrary MNP model. However, it is always possible to define a necessary condition and, for binary probit, even a sufficient condition. One can also be reasonably sure of Condition (d) by checking the calibration results. This is explained below.

---

9 Although in a random sampling process \( F_{n}(a) \) coincides with the population probability mass density function of \( A, F(a) \), the theorem requires only that the distribution of \( A_{n} \) be the same for all the sample points. This fact will be used in Section 3.2.2 when we analyze nonrandom sampling strategies.
Necessary Condition For expression (3.24) to denote a positive-definite matrix it is necessary that \( \theta_a \) be a priori estimable since otherwise the second directional derivative of \( \log P_i(\theta, a) \) will vanish in at least one direction, \( \Delta \theta \), for all values of \( a \) and \( c \):
\[
\Delta \theta [\nabla^2_\theta \log P_i(\theta, a)] \Delta \theta^T = 0 \quad \forall (c, a);
\]
and if that happens:
\[
\Delta \theta \left[ -E_c[\nabla^2_\theta \log P_c(\theta, A)] \right] \Delta \theta^T = 0,
\]
which indicates Eq. (3.24) is not positive definite.

Sufficient Condition For Eq. (3.24) to be positive definite it is sufficient that \( \log P_i(\theta, a) \) be a strictly concave function of \( \theta \), since then its Hessian is negative definite for all values of \( a \) and \( c \), and (3.24) is positive definite. In Section 2.5 we demonstrated the concavity of \( \log P_i(\theta, a) \) for binary probit models with specifications linear in the parameters.

It is now shown that if, in addition, the binary probit model is estimable and there is no multicollinearity, i.e., the distribution of \( A \) is not degenerate, expression (3.24) is positive definite.

If the a priori estimable choice functions are expressed as \( p_i = \Phi(\theta^T x) \) and \( p_2 = \Phi(-\theta^T x) \) and \( a \) and \( c \) are of the same dimension, \( r \), and do not have any repeated elements we have
\[
\nabla^2_i \log P_i(\theta, a) = \nabla^2_\theta \log \Phi(x)|_{x = \Delta \theta a^T}, \quad i = 1, 2,
\]
and, since \( \nabla^2_i \log \Phi(x) < 0 \), \( \Delta \theta [\nabla^2_i \log P_i(\theta, a)] \Delta \theta^T \) will vanish only if \( \Delta \theta a^T = 0 \). Thus, for expression (3.24) not to be a definite matrix it would be necessary that \( \Pr(\Delta A \neq 0) = 1 \) for some \( \Delta \theta \neq 0 \), since otherwise there is a finite probability that \( -\nabla^2_\theta \log P_i(\theta, A) \) is positive definite and its expectation would be positive definite. But for \( \Pr(\Delta A \neq 0) \) to equal 1 for some \( \Delta \theta \neq 0 \), the probability density of \( A \) would have to be concentrated in a hyperplane of \( \theta^T \) defined by \( \Delta \theta A = 0 \), in which case there would be multicollinearity. We can rest assured that this does not occur if the data attribute matrix, \( \{
\theta_{i1}, \ldots, \theta_{ip}\}\), is of rank \( r \).

Unfortunately, for the general MNP problem it is not possible to derive a similar sufficient condition because the concavity of the log-Likelihood function,
\[
\nabla^2_\theta \log L(x|\theta) = \nabla^2_\theta \log L(\theta),
\]
is a good approximation for \( N E_x[\nabla^2_\theta \log f_i(x|\theta)] \) since the former is the sum of \( N \) independent identically distributed observations of \( \nabla^2_\theta \log f_i(x|\theta) \); consequently, a non-singular Hessian over the domain of reasonable values of \( \theta \) is a strong indication that Condition (d) is satisfied, (remember that if the Hessian is non-singular it is negative definite at \( \theta_0 \) [c.f. footnote 7]).

In instances where \( \hat{\theta} \) takes a reasonable value (i.e., we know it is close to \( \theta_0 \)) it may be appropriate to check the strict concavity of the log-likelihood function at \( \hat{\theta} \) only; this is an easy thing to do since the output of a MNP code includes \( -[\nabla^2_\theta \log L(\hat{\theta})]^{-1} \), which should be positive definite.

3.2.2 Summary and Example

Under the regularity conditions defined below, the maximum-likelihood estimator \( \hat{\Theta} \) of a MNP model calibrated with a random sample\(^{11}\) has the following properties:

1. It is consistent.
2. It is asymptotically MVN distributed with mean \( \theta_\ast \).
3. It is asymptotically efficient (no other estimator has a smaller covariance matrix).
4. \( -[\nabla^2_\theta \log L(x|\hat{\theta})]^{-1} \) is a consistent estimate of \( \text{cov}(\hat{\theta}) \).
5. \( -2[\log L(x|\theta_\ast) \log L(x|\hat{\theta})] \) is asymptotically \( \chi^2_d \)-distributed, where \( r \) is the dimensionality of \( \theta \).

Sufficient Regularity Conditions

The discussion regarding Conditions (a)–(d) of Theorem 3.1 in the previous subsection can be collapsed into the following set of sufficient regularity conditions.

1. (1) The values of the attribute vector \( a \) that can actually occur are bounded.\(^{12}\)
2. (2) \( \theta_a \) must belong to the feasibility domain defined by \( \theta_{\text{min}} \) and \( \theta_{\text{max}} \); \( \theta_{\text{min}} < \theta_a < \theta_{\text{max}} \) (cf. Section 2.3.1).

\(^{11}\) For models with ranked alternatives, the same analysis shows that Theorem 3.1 applies under a similar set of regularity conditions, as long as a random sampling procedure is still followed.

\(^{12}\) Note that Condition (1) precludes the inclusion in a model of dummy attributes taking on infinite values.

---

\(^{10}\) It is easy to show following the same arguments that if the specification of a MNL model is expressed as \( V = \theta_\alpha (x) \), where \( \alpha \) is an \( r \times l \) matrix with zeros on the first column, whose entries are either known constants or elements of \( \alpha \), a sufficient condition for estimability of a MNL model (condition d) is \( \Pr(\Delta \alpha A = 0) \neq 1, \forall \Delta \theta \neq 0 \).
3.2 Statistical Properties of MNP Estimators

\( \Theta \) which is simply minus the inverse Hessian [see Theorem 3.1, Property (4)]. In cases like these an attempt to calculate \( [V_\phi^2 \log L(\hat{\theta})]^{-1} \) would yield an error message, but due to computer round-off error in the calculation of \( V_\phi^2 \log L(\hat{\theta}) \) calculations sometimes proceed yielding another, approximately singular, matrix containing some unusually large entries. In the CDC 6400 computer where these calculations were carried out we obtained

\[
-V_\phi^2 \log L(\hat{\theta})^{-1} \approx \begin{bmatrix}
17592 & -17592 & -0.002 \\
-17592 & 17592 & -0.002 \\
-0.002 & -0.002 & 0.098
\end{bmatrix} \approx \text{cov}(\hat{\Theta}),
\]

where in addition to the singularity of the matrix and its large entries one can notice the perfect negative correlation between the first two elements of \( \Theta \). This, of course, suggests a functional relationship between these elements, which in our case is

\[
\Theta_1 + \Theta_2 = \text{const},
\]

corresponding to an estimability problem.

With this evidence one can usually correct the specification of the model. In our case setting

\[
V_i = -\theta_i T_i, \quad V_2 = -\theta_2 T_2, \quad V_3 = -\theta_3 T_3
\]

and

\[
\Sigma_i = \begin{bmatrix}1 & \theta_3 & 0 \\ \theta_3 & 1 & 0 \\ 0 & 0 & 1\end{bmatrix}
\]

results in an estimable problem (same as in Sections 2.3.2 and 2.4.2) that yields

\[
\hat{\theta} = (0.24, 0.48),
\]

\[
\log L(\hat{\theta}) = -33.895
\]

and

\[
\text{cov}(\hat{\Theta}) \approx \begin{bmatrix}0.002 & -0.004 \\
-0.004 & 0.1
\end{bmatrix}
\]

Since regularity condition (4) seems to be met (the log-likelihood function of this problem seemed well behaved and strictly concave throughout) the previous result can be adopted.

When instead of the 50 data points one uses many more with the same specification, according to the consistency property, we expect the entries
of the covariance matrix of $\hat{\Theta}$ to decrease. This, indeed, happens since for a 500-point data set the results were

$$\hat{\Theta} = (0.27, 0.51),$$

$$\log L(\hat{\Theta}) = -338.85,$$

and

$$\text{cov}(\hat{\Theta}) \approx \begin{bmatrix} 0.0002 & -0.0004 \\ -0.0004 & 0.009 \end{bmatrix}.$$  

Since the regularity condition are met, assuming that no specification errors have been committed, the estimator $\hat{\Theta}$ with 500 data points (and perhaps the one with 50 too) is approximately B VN distributed with mean $\Theta$, and covariance matrix as given above. Property (3) ensures that $\text{cov}(\hat{\Theta})$ is on the average the smallest matrix we can get with 500 data points.

### 3.2.3 Properties of Nonrandom Sample Estimators

When the sampling process is not random, Theorem 3.1 must be reconsidered. Assume that we are sampling at random from a subgroup of the whole population of individuals. Under such circumstances the sampling distribution of $A$ will not coincide with the population distribution of $A$. The sample and population distributions of $X = (C, A)$ will also differ. This, however, makes little difference in our case since $X_{(1)}, \ldots, X_{(N)}$ are still independent and identically distributed, and, as long as the regularity conditions are met, Theorem 3.1 still applies. When the subgroup is homogeneous ($A \equiv a$), regularity condition (4) may cause problems, however, since for an estimable problem one may have multicollinearity, and, as happens in regression analysis, there may be large variances associated with $\hat{\Theta}$.

Stratified sampling is another instance where the sample distribution of $A$ does not coincide with the population, but where unlike in the previous case Theorem 3.1 does not seem to apply because $A_{(1)}, \ldots, A_{(N)}$ (and consequently $X_{(1)}, \ldots, X_{(N)}$) are not identically distributed.

Imagine, however, that instead of predetermined the number of observations in each stratum we only decide the desired fraction of the sample that must be assigned to each stratum ($f_{(k)}$ will denote the desired fraction of observations in stratum $k$) and that the actual number of observations is obtained by sampling from a multinomial distribution with probabilities $f_{(k)}$. For large samples the actual fraction of observations in each stratum would then be relatively close to the desired fraction, and, furthermore, if we visualize the assignment of observations to strata as part of the sampling mechanism leading to $A_{(1)}, \ldots, A_{(N)}$ the random variables $(A_{(1)}, \ldots, A_{(N)})$ would be independent and identically distributed; therefore, Theorem 3.1 would apply. Of course, $\hat{\Theta}$ should be interpreted as a random variable, which to be observed requires determining the number of observations in each stratum from the desired fractions $f_{(k)}$, in addition to gathering the data and carrying out the estimation procedure. The procedure just described will be called a random stratified sampling process.

Multicollinearity problems will not arise with random stratified samples if the strata and corresponding sampling mechanism are adequately designed. As a matter of fact, a proper sample design will usually result in better estimates than a random sample since more observations can be placed where needed.

In cases for which the number of observations within each stratum is fixed for the sample it can be shown that for sufficiently large samples Theorem 3.1 also applies. All one has to do is redefine $X$ in such a way that the stratified sampling process reduces to a random sampling of $X$'s. This can be done by letting $X$ represent the attributes and choices of several observations from different strata. For example, if we have two classes with 30 and 60 observations each, we can define each observation of $X$ as one observation from class 1 and two from class 2, so that

$$X_1 = (a_{(1)}, c_{(1)}, a_{(31)}, c_{(31)}, a_{(32)}, c_{(32)}),$$

$$X_2 = (a_{(1)}, c_{(2)}, a_{(33)}, c_{(33)}, a_{(34)}, c_{(34)}),$$

$$X_3 = (a_{(1)}, c_{(30)}, a_{(50)}, c_{(50)}, a_{(60)}, c_{(60)}),$$

where we have assumed that observations 1–30 belong to class 1 and observation 31–90 to class 2. The stratified sampling mechanism can then be visualized as a random sampling of 30 A's and Theorem 3.1 applies. Redefining $X$ in such a way, however, changes the meaning of a large sample because we now require a large number of observations within each subgroup. Such redefinition makes large samples harder to come by, especially when one has many subgroups. In order to be able to relax these requirements formally, it would be necessary to analyze the problem in depth to place restrictions on the sequence $a_{(1)}, \ldots, a_{(N)}$ that will make Theorem 3.1 apply. This might be difficult to do, but if it is reasonable to expect only minor differences between this estimator and the random stratified sampling estimator with desired sample fraction $f_{(k)}$, equal to the actual sample fractions, one may apply Theorem 3.1 nevertheless.

### Choice-Based Sampling

For choice-based samples that are estimated with maximum likelihood [Eq. (2.7a) in Chapter 2] it is easy to show that Theorem 3.1 will apply.
under the regularity conditions at the beginning of Section 3.2.2 if log \( P_s(\theta) \) is a four-times-differentiable function of \( \theta \).

This is always true when \( P_s(\theta, a) \) is four-times differentiable [as happens if Condition (a) is met] because (see Section 1.2)

\[
P_s(\theta) = \int_a P_s(\theta, a) F(a) \, da,
\]

where \( F(a) \) is the population distribution of \( A \). Thus, the regularity conditions at the beginning of Section 3.2.2 also apply to choice-based samples calibrated by maximum likelihood.

Manski and Lerman (1977) showed that when the proxy function log \( L_s(\theta) \) is used [see Eq. (2.7b)], and under similar regularity conditions, the estimator of \( \theta_s, \hat{\Theta}_s \)

1. is consistent,
2. is asymptotically MVN distributed with mean \( \theta_s \), and
3. the negative of the inverse Hessian of the proxy function is a consistent estimate of \( \text{cov}(\hat{\Theta}_s) \).

The same remarks that were made about stratified and random stratified sampling apply here. This is particularly important in this case because in choice-based samples the number of observations per alternative is usually determined a priori.

On the other hand, the number of strata (i.e., choices) is so small that having many observations in each stratum is not a very restrictive condition.

### 3.3 Model Updating

If a model has been calibrated with a data set containing \( N \) observations and subsequently \( N' \) more observations are made available one could improve the accuracy of the estimates by recalibrating the model with the combined data set of \( N + N' \) observations. This is not always possible, however, because in many instances the old observations will not be available and because even if they were, calibration of disaggregate demand models (MNP models in particular) is still such a computer time- (and memory-) consuming operation that shortcut calibration procedures using only the new data, and the results of old calibrations, would be attractive. If, after calibration of the model with new data, we can find a way to combine the results of the old and new model to yield a combined, better model we would have succeeded in developing a shortcut recalibration process.

The information corresponding to a calibrated (old) model consists of an estimate \( \hat{\theta}_{old} \), and the approximate distribution of the estimator: \( \hat{\theta}_{old} \sim \text{MVN}[\theta_{old}, \text{cov}(\hat{\theta}_{old})] \). \( \theta \) unknown. Of course, different results will, in general, be obtained from a new data set. These will include another estimate, \( \hat{\theta}_{new} \), and the distribution of the estimator:

\[
\hat{\Theta}_{new} \sim \text{MVN}[\theta_{new}, \text{cov}(\hat{\Theta}_{new})], \quad \theta \text{ unknown}.
\]

These two estimators can be combined in many different ways in order to get another unbiased estimator, but some of these combinations might be less efficient (i.e., have a larger variance) than one of the original estimators. Therefore, one must proceed carefully.

Atheron and Ben-Akiva (1976) proposed an expression for the case of one parameter based on Bayesian statistical postulates and Lerman et al. (1976) extended it to the case of several parameters. The expression we are about to derive is the same as the one proposed by these researchers but here it is shown, by classical statistics only, that the derived updated estimate and covariance matrix can be interpreted as an approximation of the MLE and its variance if the whole data set had been used.

Our goal, thus, is to choose \( \hat{\theta} \) so that it approximates the maximum-likelihood estimate that would have been obtained if the samples had been combined prior to calibration. This is done as follows:

Since by the way MLE works the estimates of \( \text{cov}(\hat{\Theta}) \) given in the output represent \(- \left[ \frac{1}{n} \log L(\hat{\Theta}) \right]^{-1} \), for values of \( \theta \) near \( \hat{\theta}_{old} \), a Taylor-series expansion yields

\[
\log L_s(\theta) \approx \log L_s(\hat{\theta}_{old}) - \frac{1}{2} (\theta - \hat{\theta}_{old})^{\text{cov}(\hat{\Theta}_{old})^{-1}} (\theta - \hat{\theta}_{old})^T,
\]

where we have taken into account that \( \frac{1}{n} \log L_s(\hat{\theta}_{old}) = 0 \); the subscript "o" denotes the likelihood function corresponding to the old data set and the subscript "n" will be used below for the new data set.

The log-likelihood function of the new data set can be similarly approximated for values of \( \theta \) near \( \hat{\theta}_{new} \):

\[
\log L_n(\theta) \approx \log L_n(\hat{\theta}_{new}) - \frac{1}{2} (\theta - \hat{\theta}_{new})^{\text{cov}(\hat{\Theta}_{new})^{-1}} (\theta - \hat{\theta}_{new})^T.
\]

Since the log-likelihood function is a sum of terms corresponding to each observation, the log-likelihood function corresponding to the combined data set can be approximated for values of \( \theta \) close to both \( \theta_{new} \) and \( \theta_{old} \) by

\[
\log L(\theta) \approx \log L_n(\hat{\theta}_{old}) - \frac{1}{2} (\theta - \hat{\theta}_{old})^{\text{cov}(\hat{\Theta}_{old})^{-1}} (\theta - \hat{\theta}_{old})^T + \log L_s(\hat{\theta}_{new}) - \frac{1}{2} (\theta - \hat{\theta}_{new})^{\text{cov}(\hat{\Theta}_{new})^{-1}} (\theta - \hat{\theta}_{new})^T.
\]

Equation (3.26) will be valid only for some values of \( \theta \) close to both \( \theta_{new} \) and \( \theta_{old} \) if the values of \( \hat{\theta}_{new} \) and \( \hat{\theta}_{old} \) are reasonably close; the consistency property of MLE ensures that this will happen if \( N \) and \( N' \) are large.
We now find the value of $\theta$ that maximizes the right-hand side of Eq. (3.26) and use it as an approximation to $\tilde{\theta}$. Set the gradient equal to zero:

$$0 = \nabla_{\theta} \log L(\tilde{\theta}) \approx -(\tilde{\theta} - \theta_{\text{old}})[\text{cov}(\theta_{\text{old}})]^{-1} - (\tilde{\theta} - \theta_{\text{new}})[\text{cov}(\theta_{\text{new}})]^{-1}. $$

Rearranging some terms one has

$$(\tilde{\theta} - \theta_{\text{old}})[\text{cov}(\theta_{\text{old}})]^{-1} + [\text{cov}(\theta_{\text{new}})]^{-1} \approx (\theta_{\text{new}} - \theta_{\text{old}})[\text{cov}(\theta_{\text{new}})]^{-1},$$

or

$$\tilde{\theta} \approx \theta_{\text{old}} + (\theta_{\text{new}} - \theta_{\text{old}})[\text{cov}(\theta_{\text{new}})]^{-1}[[\text{cov}(\theta_{\text{old}})]^{-1} + [\text{cov}(\theta_{\text{new}})]^{-1}]^{-1},$$

(3.27a)

which is an approximation for the combined sample MLE.

The variance of $\tilde{\theta}$ is approximately given by the negative of the inverse Hessian of Eq. (3.26), which, since it is the sum of two quadratic forms with constant Hessians, is

$$\text{cov}(\tilde{\theta}) \approx [[\text{cov}(\theta_{\text{old}})]^{-1} + [\text{cov}(\theta_{\text{new}})]^{-1}]^{-1}. $$

(3.27b)

Equations (3.27) could be applied recursively to more than two data sets in a straightforward manner, but this is not necessary because simple direct formulas exist. Letting $k$ denote the data set and $K$ the number of these, $\tilde{\theta}$ is the solution of

$$0 = \nabla_{\theta} \log L(\tilde{\theta}) \approx -\sum_{k=1}^{K} (\tilde{\theta} - \theta_{k})[\text{cov}(\theta_{k})]^{-1},$$

and the estimate of $\text{cov}(\tilde{\theta})$ is given by a second application of $\nabla_{\theta}$ to the right-hand side of this expression:

$$\text{cov}(\tilde{\theta}) \approx \left\{\sum_{k=1}^{K} [\text{cov}(\theta_{k})]^{-1}\right\}^{-1}. $$

(3.28a)

Solution of the likelihood equation yields

$$\tilde{\theta} \approx \left\{\sum_{k=1}^{K} \tilde{\theta}_{k}[\text{cov}(\theta_{k})]^{-1}\right\}\text{cov}(\tilde{\theta}),$$

(3.28b)

which coincides with Atherton's expression.

**Example**  For a binary probit gap-acceptance study such as the one worked out at the beginning of Chapter 2, data from two different intersections were gathered and both the critical gap $T$ and its variance $\sigma_{T}^{2}$ (see the beginning of Section 2.1) were estimated for five movements [left turns, right turns, etc.; see Daganzo (1978b)]. Then, the whole data set was used to determine $T$ and $\sigma_{T}^{2}$ assuming that these values did not change from intersection to intersection. The results of the calibration are summarized in Table 3.1. We now update our parameter vector $\theta = (\tilde{T}, \tilde{\sigma}_{T})$ based on the five models and compare the results with the exact one. Although the whole data set includes 48 observations more than the individual data sets (these 48 observations corresponded to several traffic streams that could not be analyzed separately because none of them had a sufficiently large number of observations) the results should be reasonably close.

<table>
<thead>
<tr>
<th>Traffic stream</th>
<th>Number of observations</th>
<th>$\tilde{\theta}$</th>
<th>$\text{cov}(\tilde{\theta})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Left onto LeConte</td>
<td>40</td>
<td>(8.40,35.68)</td>
<td>2.22</td>
</tr>
<tr>
<td>Left onto Virginia</td>
<td>73</td>
<td>(6.29,6.66)</td>
<td>0.47</td>
</tr>
<tr>
<td>Straight across Virginia (Eastbound)</td>
<td>48</td>
<td>(6.22,4.24)</td>
<td>0.69</td>
</tr>
<tr>
<td>Right onto LeConte</td>
<td>157</td>
<td>(6.03,7.17)</td>
<td>0.23</td>
</tr>
<tr>
<td>Straight across Virginia (Westbound)</td>
<td>63</td>
<td>(5.96,4.79)</td>
<td>0.42</td>
</tr>
<tr>
<td>Total of several intersections</td>
<td>451</td>
<td>(6.4,7.8)</td>
<td>0.08</td>
</tr>
</tbody>
</table>

* Source: Daganzo, 1978b.

The slight disagreement of these results with the ones in Table 3.1 may be due to either the few observations in some of the data sets (in particular the
left-turning stream onto Le Conte) or to a significant variation in critical gap from intersection to intersection; in any case the differences are perfectly acceptable for a practical application.

### 3.4 Goodness-of-Fit Measures and Tests

#### 3.4.1 Confidence Intervals and Hypothesis Tests

Since for a model satisfying the regularity conditions $\Theta$ is approximately MVN distributed with mean $\Theta_0$ and covariance matrix $\Sigma_\Theta$ (we use $\Sigma_\Theta$ as an abbreviation for the estimated covariance matrix of $\Theta$) any linear combination of $\Theta$ will also be approximately MVN distributed. Letting $\Lambda$ be an arbitrary matrix of constants with as many rows as parameters, the linear combination $\Theta \Lambda$ is approximately distributed as follows:

$$\Theta \Lambda \sim \text{MVN}(\Theta_0 \Lambda, \Lambda^\top \Sigma_\Theta \Lambda).$$

Consequently, if $\Lambda^\top \Sigma_\Theta \Lambda$ has full rank the quadratic function of $\Theta \Lambda$ defined below has approximately a $\chi^2$ distribution with degrees of freedom equal to the dimension of $\Theta \Lambda$, $d$ (see Appendix C):

$$\begin{align*}
(\Theta_0 \Lambda - \Theta \Lambda)(\Lambda^\top \Sigma_\Theta \Lambda)^{-1}(\Theta_0 \Lambda - \Theta \Lambda)^\top \sim \chi^2_d,
\end{align*}$$

and it is possible to derive confidence regions for the linear combination of $\Theta_0 \Lambda$. Since we can write

$$\Pr\{(\Theta - \Theta_0 \Lambda)(\Lambda^\top \Sigma_\Theta \Lambda)^{-1}(\Theta - \Theta_0 \Lambda)^\top \leq \chi^2_{1-\alpha,d}\} = 1 - \alpha, \quad (3.29a)$$

where $\chi^2_{1-\alpha,d}$ represents the $(1 - \alpha)100$th percentile of $\chi^2_d$, the quadratic equation in $\Theta_0 \Lambda$, below, defines a $(1 - \alpha)$ confidence region for $\Theta_0 \Lambda$:

$$\begin{align*}
(\Theta - \Theta_0 \Lambda)(\Lambda^\top \Sigma_\Theta \Lambda)^{-1}(\Theta - \Theta_0 \Lambda)^\top \leq \chi^2_{1-\alpha,d}.
\end{align*} \quad (3.29b)$$

Furthermore, since $\Sigma_\Theta$ is positive definite, $(\Lambda^\top \Sigma_\Theta \Lambda)^{-1}$ is positive definite (see Appendix A), and Eq. (3.29) defines an ellipsoid in $d$ dimensions.

By selecting the right matrix $\Lambda$, one can derive confidence intervals for a combination of parameters. For instance, if $\Lambda = I$, Eq. (3.29b) yields a confidence interval for $\Theta_0$, whereas if $\Lambda = (1, 0, 0, 0, \ldots, 0)^\top$, Eq. (3.29b) gives a confidence interval for the first component of $\Theta_0$.

In general, the $i$th column of $\Lambda$ should correspond to the $i$th parameter of interest (say, $\theta_i$) with all the elements zero except the $i$th one. There should be as many columns as parameters in the confidence region.

Equation (3.29b) can, of course, be used to test hypotheses since a null hypothesis $H_0: \Theta_0 \Lambda = 0$ (the $\Lambda \Theta$ is a known vector of dimension $d$) can be rejected at the $\alpha$ significance level if

$$\begin{align*}
(\Theta - \Theta_0 \Lambda)(\Lambda^\top \Sigma_\Theta \Lambda)^{-1}(\Theta - \Theta_0 \Lambda)^\top \geq \chi^2_{1-\alpha,d}.
\end{align*} \quad (3.30)$$

Since, under $H_0$, the left-hand side of Eq. (3.30) is an observation from a $\chi^2_d$ variable [see Eq. (3.29a)] the null hypothesis will be rejected when it is true $100\alpha/2\%$ of the time.

It is also possible to test certain hypotheses by using Property (5) of Theorem 3.1, which states that if $H_0$ is true ($H_0: \Theta = \Theta_0$),

$$2 \log[L(\Theta)/L(\Theta_0)] \sim \chi^2_r,$$

where $r$ is the number of parameters. Therefore, the null hypothesis can be rejected at the $\alpha$ level if

$$2 \log[L(\Theta)/L(\Theta_0)] \geq \chi^2_{1-\alpha,r}. \quad (3.31)$$

13 A $(1 - \alpha)100\%$ confidence region for a parameter $\theta_i$ is a region in the $\theta_i$ space (defined as a set function of $\theta$) that will cover $\theta_i$ $(1 - \alpha)100\%$ of the time if the experiment of obtaining $\theta$ and calculating the set function is repeated many times. Thus, if $1 - \alpha$ is close to unity, we can be reasonably sure that $\theta_i$ is contained in the region.

14 The level of significance gives the probability that $H_0$ is rejected given that it is true.
Although the left-hand side of Eq. (3.30) with $A = I$ and the left-hand side of (3.31) do not necessarily coincide, they are very close for large samples and either test can be used. This can be seen with a Taylor-series expansion about $\hat{\theta}$ of Eq. (3.31). If we neglect third- and higher-order terms (which is reasonable for large samples because then $\hat{\theta} \approx \theta_0$), Eq. (3.31) becomes

$$2[\log L(\hat{\theta}) - \log L(\theta_0)] \approx 2 \log L(\hat{\theta}) - 2 \log L(\hat{\theta}) - 2v_{\hat{\theta}} \log L(\hat{\theta})(\theta_0 - \hat{\theta})$$

$$- (\theta_0 - \hat{\theta})(v_{\theta_0}^2 \log L(\theta_0))(\theta_0 - \hat{\theta})^T \geq \chi^2_{1-a}$$

which, since $v_{\hat{\theta}} \log L(\hat{\theta}) = 0$ and $v_{\theta_0}^2 \log L(\theta_0) = -\Sigma_{\theta_0}^{-1}$, establishes the approximate equivalence of Eqs. (3.30) and (3.31) for large samples.

It is also possible to derive an equivalent of Eq. (3.31) and Property (5) in Theorem 3.1 when fewer than $r$ parameters have to be tested. This equivalent is

$$-2 \log \frac{L(\hat{\theta})}{L(\theta_0)} \geq \chi^2_{1-a}$$

where $\hat{\theta}_a$ is the value of $\theta$ that maximizes the log-likelihood function subject to the restriction that the components of $\hat{\theta}$ that correspond to the parameters that are being tested be set equal to the tested values; as before, $d$ is the number of parameters tested.

Application of Eqs. (3.32) and (3.30) is, however, still equivalent and since calculation of $\hat{\theta}_a$ is rather expensive in a MNP model (it requires a second calibration) we recommend using Eq. (3.30) for testing hypotheses.

Example We shall obtain a 90% confidence region for $\theta_1$ and $\theta_2$ for the example in Section 3.2.2. In addition, we shall test the hypothesis $H_a: \theta_1 = \theta_2$.

The results of the calibration process were

$$\hat{\theta} = (0.27, 0.51) \quad \Sigma_{\theta} = \begin{bmatrix} 0.0002 & -0.0004 \\ -0.0004 & 0.0009 \end{bmatrix}$$

To obtain the confidence region we set $A = \begin{bmatrix} 0 & 0 \\ 0 & 1 \end{bmatrix}$ in Eq. (3.29b) and obtain

$$(0.27 - \theta_1, 0.51 - \theta_2) \begin{bmatrix} 5488 & 244 \\ 244 & 122 \end{bmatrix} \begin{bmatrix} 0.27 - \theta_1 \\ 0.51 - \theta_2 \end{bmatrix} = \chi^2_{2.9} = 4.61,$n

which is the equation of the interior of an ellipse centered at $(0.27, 0.51)$. The confidence region is plotted in Fig. 3.1.

Testing $H_a$ is equivalent to testing $H_a: \theta_1 - \theta_2 = 0$ and we use

$$A^T = (1, -1)$$

since then $\theta \Delta = \theta_1 - \theta_2$, as desired. The rest of the process is straightforward; we may use Eq. (3.29b) for a confidence interval and/or Eq. (3.30) for a hypothesis test. Doing the latter with $\theta_\Delta = -0.24$, $\theta_0 \Delta = 0$, and $d = 1$, we obtain the test statistic

$$(-0.24) \begin{bmatrix} 1 & -1 \\ -0.0002 & 0.0004 \\ -0.0004 & 0.0009 \end{bmatrix} \begin{bmatrix} -1 \\ -1 \end{bmatrix} (-0.24) = (0.24)^2 \times 100 = 5.76 \geq \chi^2_{0.9, 1} = 2.71,$n

and the null hypothesis can be rejected.

As in regression analyses, tests of whether the coefficient of a certain attribute is significantly different from zero can be used to help decide whether the attribute should be included in a model on the basis of statistical fit. In Section 1.6 we discussed that and other criteria for attribute inclusion in models.

3.4 Goodness-of-Fit Measures

We now review measures that can be used to ascertain the overall goodness of fit of MNP models. These measures are similar to the correlation
coefficient of regression analysis in that they take larger values the larger
the explanatory power of the attributes in the model and have a minimum
value taken when the attributes do not explain anything.

A perfect-fit model from a forecaster's point of view would consist of
a choice function \( P_i(\theta, a) \), that could predict perfectly the choice of each
observation in the data set, i.e.,

\[ P_{i(o)}(\theta, a_{o(i)}) \approx 1, \quad n = 1, \ldots, N. \]

This would be analogous to a multiple-regression model in which all the
observations fall on the regression plane and the dependent variable can,
thus, be perfectly predicted.

Note, however, that for this to happen in a regression model the variance
of the unobserved disturbances has to be very small and the model must be
correctly specified. In MNP analysis the same thing occurs; for a perfect
fit we would need a perfect specification and \( \Sigma_\xi \rightarrow 0 \). Since even for a perfectly
specified model \( \Sigma_\xi \) may be substantially different from zero we should
not be discouraged by imperfect fit since the pseudocorrelation coefficients
we shall introduce are not indicators of model correctness, only of fit to the
data.

A logical candidate for an indicator of goodness of fit (i.e., high data
probabilities) is the log-likelihood function itself, \( \log L(\theta) \). This indicator
is always negative and approaches zero with a perfect fit. However, a model
that has been calibrated with much data will usually exhibit larger log-
likelihood values, which makes it difficult to compare models calibrated
with different data sets. Some normalization of it would seem desirable.

The following approach seems reasonable (see Tardiff, 1976, for a dis-
cussion of the binary case). We calculate the highest log-likelihood that
could be obtained from a model excluding all explanatory variables (al-
though with as many parameters as necessary), and compare that with the log-
likelihood of our model. The difference will be the improvement in log-
likelihood due to the explanatory attributes.

Before proceeding, though, we must pause to prove a lemma and suggest
a conjecture which will enable us to calculate the maximum attainable
likelihood of a model without attributes, by hand.

**Lemma 3.1** For any random utility model, the implicit function theorem
of calculus holds between the set of finite reduced attractiveness vectors,
\[ \mathbf{V}^* = (V_2 - V_1, V_3 - V_1, \ldots, V_i - V_1), \]
and the corresponding image set of reduced choice probability vectors,
\[ \mathbf{p}^* = (P_2, P_3, \ldots, P_i), \]
provided that for every alternative \( i \)

\[ 0 < \frac{\partial p_i}{\partial V_i} < \infty \quad \text{and} \quad -\infty < \frac{\partial p_j}{\partial V_j} < 0, \quad \forall j \neq i. \]

**Proof** The fundamental theorem on implicit functions holds if the
Jacobian of the transformation \( \mathbf{p}(\mathbf{V}), \frac{\partial \mathbf{p}(\mathbf{V})}{\partial \mathbf{V}} \), is finite and different from
zero.

Consider the Jacobian matrix of \( \mathbf{p}(\mathbf{V}) \). By the hypothesis of the lemma
we know that its diagonal entries are strictly positive, the off-diagonal entries
are strictly negative, and all of them are finite. Furthermore, the row sums
add up to zero since \( \sum_{i=1}^N P_i(\mathbf{V}) = 1 \).

Since \( \mathbf{p} = \mathbf{p}(\mathbf{V}) \) can be written

\[ (p_1, p'_1) = \mathbf{p}(0, \mathbf{V'}) \]

the Jacobian matrix of \( \mathbf{p}(\mathbf{V}) \) is obtained by deleting the first row and column
of \( \frac{\partial \mathbf{p}}{\partial \mathbf{V}} \). The elements of this matrix, \( \frac{\partial \mathbf{p}}{\partial \mathbf{V}} \), have the same properties
as those of \( \frac{\partial \mathbf{p}}{\partial \mathbf{V}} \), except the row sums are strictly positive.

For a matrix with this structure the points in the Gerschgorin disks have
positive real parts, and consequently, all the eigenvalues must be different
from zero, ruling out a singular Jacobian matrix. Since the Jacobian is also
finite (all its elements are finite) the theorem on implicit functions applies
and the proof is complete.

This lemma is a necessary condition for a well-behaved one-to-one
mapping between the set of all possible reduced-choice probability vectors
and reduced-attraction vectors to exist for a given random-utility model.

Since the lemma holds for any MNP model with a positive definite
covariance matrix [Eqs. (2.37 and 2.38) and the ensuing discussion show
that the condition on \( \partial p_i/\partial V_j \) specified in the lemma is satisfied] it seems reasonable
to put forth the following conjecture.

**Conjecture 3.1** For a MNP model with a positive-definite covariance
matrix, there is a one-to-one relationship between the set of all finite reduced-
attraction vectors and the set of all reduced-choice probability vectors
for which all the probabilities (including \( p_i \)) are different from zero.

The following fact, in conjunction with Lemma 3.1, also supports the
plausibility of this conjecture.

**Fact 3.1** Conjecture 3.1 holds for the binary and trinomial probit
models, as well as for the MNL model.

**Proof** The fact holds if there is an (inverse) relationship between \( \mathbf{p}' \)
and \( \mathbf{V}' \).

\[^{13}\text{According to the Gerschgorin theorem [see Stein (1967) for example] the jth eigenvalue of a square matrix A must lie in a circle on the complex plane that is centered at (A}_{ij}, 0 \) and has radius given by the sum of the absolute values of the off-diagonal elements on the jth row.\]
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For the MNL model this inverse relationship is

\[ V_i - V_1 = \log(p_i/p_1), \quad i = 2, \ldots, I. \]

For the binary probit model it is

\[ V_2 - V_1 = \sigma \Phi^{-1}(p_2), \]

where \( \sigma = \sqrt{\text{var}(\xi_1 - \xi_2)} \).

For the trinomial probit model, it is possible to give a similar proof without actually deriving the inverse relationship. This can be done by expressing \( p_i(V) \) in the form of Eq. (2.17) and inspecting the properties of the equation (Daganzo, 1979b).

Let \( P_i(\theta, 0) \) be the choice function of a model without attributes, which is specified so that the choice probability vector can take every possible set of values. According to Conjecture 3.1 and Fact 3.1 this can be done by, for example, setting

\[ V_i = \theta_i \]

with \( \theta_i = 0 \) and selecting \( \Sigma_i \) as a positive-definite matrix.

The highest log-likelihood is given by

\[ \max_{\theta} \sum_{i=1}^{N} \log P_{eoi}(\theta, 0) \]

or, since any desired set of probabilities can be attained by selecting the right value of \( \theta \), we can use \( p_i, i = 1, \ldots, I \), as the independent variables and, if desired, obtain \( \theta \) afterwards. Thus, we can solve instead:

\[ \max_{p_i} \sum_{i=1}^{N} \log p_{oi}, \]

subject to \( \sum_{i=1}^{I} p_i = 1 \) and \( 0 < p_i < 1, i = 1, \ldots, I \),

which, letting \( N_i \) be the observations in the sample choosing alternative \( i \), is equivalent to

\[ \max_{p_i} \sum_{i=1}^{I} N_i \log p_i \]

subject to \( \sum_{i=1}^{I} p_i - 1 \) and \( 0 < p_i < 1, i = 1, \ldots, I \).

This yields \( p_i = N_i/N \), and the maximum possible value of the log-likelihood function if no explanatory variables are included (the background log-likelihood):

\[ \log L = \sum_{i=1}^{I} N_i \log \frac{N_i}{N} = N \left( \sum_{i=1}^{I} \frac{N_i}{N} \log \frac{N_i}{N} \right) \]  

(3.33a)

Conjecture 3.1 and Fact 3.1 indicate that the background log-likelihood can actually be obtained since there are values of \( \theta \) that yield: \( p_i = N_i/N, \ldots, p_I = N_I/N \).

The normalization

\[ p_i^2 = \frac{-\log L(\theta) + \log L}{\log L} \]

(3.33b)

which represents the fraction of background log likelihood that is explained by the model, is independent of sample size. It ranges from zero (or perhaps even negative for a model that does not contain constants in the specification of the measured attractiveness) to one, and is easy to interpret.

For models with specifications that are linear in the parameters and contain independent constants in the measured attractiveness functions, \( p_i^2 \) is sure to exceed zero since \( \log L \) is the maximum value of the log likelihood that is obtained when all the parameters except the constants are set equal to zero.

Since the distribution of \( \log L(\theta) \) is known for any given value of \( \theta \) (see Theorem 3.1), so is the distribution of \( p_i^2 \) which can be used as a test statistic. The resulting tests are, however, equivalent to the ones based on Eq. (3.30) and less convenient to apply because they necessitate more calculations.

Some authors have proposed to use different measures of goodness of fit. Strophe (1975) proposed the use of a correlation ratio and Burns et al. (1976) the use of a correlation coefficient. These measures, however, require that the data are grouped before computation, and therefore may be difficult to apply in cases where there are several attributes and more than two alternatives.

The normalization of \( \log L(\theta) \) given by Eq. (3.33) is not either the only one that is currently being used. Also popular is calculating \( \log L(0) \) and using that in Eq. (3.33b) instead of \( \log L \). In log models with linear specifications this is equivalent to setting \( p_i = 1/i, i = 1, \ldots, I \) and \( \log L = -N \log(I) \) instead of Eq. (3.33a).

In MNP models the form of \( p_i \) depends on the form of \( \Sigma_i \) when \( \theta = 0 \) and thus a general form for \( \log L(0) \) cannot be given. This normalization is a little bit more difficult to interpret than Eq. (3.33b) because the value of \( p_i^2 \) corresponding to a totally unexplanatory model is neither zero nor any other constant.
The reader can check that for the example introduced in Section 3.2.2

\[
\log L(\hat{\theta}) = 33.895,
\]

\[N = 50, \quad N_1 = 14, \quad N_2 = 29, \quad \text{and} \quad N_3 = 7.\]

Consequently then,

\[\log L = -47.381 \quad \text{and} \quad \rho^2 = 0.285.\]

Finally, we propose another measure of goodness of fit, which like Eq. (3.33b) ranges from zero to one but has a more intuitive physical interpretation.

The expression

\[
\bar{p}(a) = \exp\left\{\frac{1}{N} \log L(\hat{\theta})\right\} = \left[\prod_{x=1}^{N} P_{x\rightarrow 0}(\hat{\theta}, a_{0\rightarrow x})\right]^{1/N}
\]

can be interpreted as the (geometric) average choice probability in the sample and thus ranges from zero to one. Analogously,

\[
\bar{p} = \exp\left\{N^{-1} \log L\right\}
\]

can be interpreted as the average choice probability of the chosen alternative in the last model without any explanatory variables. Of course, \(1 - \bar{p}\) is the average background probability of the rejected alternatives, representing the overall amount of uncertainty in the data, and

\[
\rho^2 = (\bar{p}(a) - \bar{p})/(1 - \bar{p})
\]

can be interpreted as the reduction in such uncertainty resulting from the new model.

For the example in Section 3.2.2

\[
\bar{p}(a) = \exp\left\{-33.895/50\right\} = 0.51,
\]

\[
\bar{p} = \exp\left\{-47.381/50\right\} = 0.39,
\]

showing that the average probability of a chosen alternative can be increased to 0.51 by inclusion of explanatory variables, from the background value of 0.39. Although this information by itself is easy to understand in physical terms, one may compute \(\rho^2\) if desired; in our case \(\rho^2 = 0.196\), showing that the attributes of the model reduce the overall uncertainty in the data by about 20\%. With disaggregate demand models the values of \(\rho^2\) and \(\rho^2\) are typically smaller than the coefficient of determination in regression analyses since in studies of human behavior \(\chi^2\) is usually large.

The values of \(\rho^2\) are not, however, indicators of model correctness. To test the correctness of the model one would have to retrieve the actual disturbance vector \(\xi_{\theta\rightarrow a}\) for each observation in the sample, to check whether they are MVN distributed according to the hypotheses of the model. In regression analyses one does that by analyzing the residuals of the data with respect to the estimated regression equation. A similar check is, unfortunately, impractical for MNP models because the values of \(U\) for the individuals in the sample, \(U_{\text{log}}\), are not observed in the data and it is not possible to determine the residuals of an observation from \(\{U_{\text{log}} - V(\theta, a_{0\rightarrow x})\}\). The information we do have, that \(\{U_{\text{log}} \geq U_i, \forall i \neq c_{0\rightarrow x}\}\) for every data point, could conceivably be used to construct a model appropriateness test. The information in the data is so small, however, that the test would not likely be very powerful, making such an effort hardly worthwhile.

This is why in specifying MNP models one has to rely much more on good judgment than on statistical fit, as was pointed out in Chapter 1.

3.4.3 Behavioral Models—Myth or Reality?

Disaggregate demand models have some desirable properties, such as data efficiency and ease of application. Unfortunately, by sheer repetitiveness, more than by anything else, it is now unquestioningly accepted by many that disaggregate demand models are also "behavioral," i.e., a choice function depicts causes and effects of human behavior in that it represents how the response of an individual changes when some of the attributes (stimuli) in it are changed. This section is included to challenge that widely accepted tenet and, hopefully, to make researchers and practitioners a little more skeptical of the results of a model.

If we want to study the behavior of a group of individuals, we must observe how they respond to different stimuli, but for the study to be meaningful the same group of individuals would have to be observed repeatedly. Under these ideal laboratorylike conditions, one could make statistical inferences about behavior and claim that a resulting model is behavioral.

Unfortunately, however, disaggregate demand models are usually calibrated with cross-sectional data including observations of different individuals in different situations. Therefore, it will not be uncommon for the choice function of a model to represent differences from individual to individual rather than behavior. Such choice functions, although providing a good fit to the data, may not be behavioral.

In the above-mentioned binary probit modal-split study of the city of Mérida, Venezuela, it was found that the choice probability of public

\footnote{Although by no means a typical example, it is illustrative to know that the fraction of all trips in the rush hour made by private automobile and public transportation was predicted for the 210 origin-destination pairs in the city of Mérida, Venezuela, by a staff of 30 graduate students and the author in eight working days. In addition to the design and execution of a home interview survey (no suitable data were available for a modal-split study), this period had to be used to familiarize the students with disaggregate demand models since none of them had used such techniques before.}
transportation increased with the transit access time and that such a phenomenon persisted with several alternate specifications that were tried (as a matter of fact, transit access time was the best explanatory variable in all the specifications). This seemingly surprising fact was later associated with the layout of the city, which has transit routes flowing through the more affluent parts of town. The access time behaved, thus, as a proxy variable for socioeconomic status and, consequently, we could not claim that the choice function represented behavior as far as the transit access time stimulus was concerned.\footnote{It should be noted that although any policy analysis of mode choice involving such a model and changes to transit access time would be meaningless, the results of the model were still useful to establish the existing modal split. This is true in general of disaggregate demand models. Although they can always be used to establish patterns of choice in the population they are calibrated from (not behavior), in order to be relevant for policy analysis and to have the transferability property (see Section 1.2.1) they must be "behavioral," i.e., they must also reproduce patterns of choice in different situations.} Of course, one can argue that such a phenomenon could probably be removed if one had included in the model the right socioeconomic variable; but, since such variable would be highly correlated with transit access time, its inclusion would undoubtedly create multicollinearity problems, which would still make the estimation of behavior impossible.

In the Mérida model, inclusion of several socioeconomic variables failed to decrease the significance of transit access time, which could probably be attributed to our failure to identify the right explanatory variable. Nevertheless, the fact remains that with the available cross-sectional data, behavioral inferences with respect to transit access time could not be made.

Even in instances where the choice function seems to depict behavior in a qualitative way, there is no assurance that the magnitude of the coefficients of any policy variable are the right ones because that variable may be a proxy for another neglected attribute, without the dramatic effects described above.

As a matter of fact, only if the explanatory variables under consideration are totally uncorrelated with neglected attributes and there are no specification errors and multicollinearity problems can we say that the model depicts behavior. Our intuitive belief in these facts is the only assurance we can have of the behavioral content of a model. In other words, a discrete choice model may or may not depict behavior, but the fact that it has been calibrated from disaggregate data does not provide such an assurance.

3.5 Summary

The most relevant issues connected with the specification and calibration of MNP models are covered in this chapter. In Section 3.1 we discuss the specification aspects and argue that MNP models are quite robust because they can be applied under several circumstances, including errors in the data and neglected attributes. Some necessary and some sufficient conditions are also put forward in this section for the estimability of the parameter vector. Although Section 3.1 is not based on any particular reference the reader will find related discussions in Manski (1973) and Hausman and Wise (1978).

In Section 3.2 we are concerned with the statistical properties of the maximum-likelihood estimator of a MNP model. Chapter 3 of Bouthelier's dissertation (Bouthelier, 1978) covers much of Section 3.2.1 and includes in it the proof of Theorem 3.1. McFadden (1973) discusses the statistical properties of the MNL model. The reader interested in choice-based sampling will find a thorough explanation of these models in Manski and Lerman (1977). The model-updating problem discussed in Section 3.3 was first investigated for a one-parameter case by Atherton and Ben-Akiva (1976) using Bayesian decision theory. Lerman et al. (1976) subsequently gave a parameter-updating formula for the multiparameter case. Although the formula given in this book coincides with the formulas provided by these authors, we chose to interpret them as an approximation to the maximum likelihood estimator rather than as a Bayes' estimator.

In Section 3.4 we are concerned with procedures to evaluate the validity of a calibrated model. In it, we show how to develop confidence regions and perform hypothesis tests using the results from the previous sections. Two measures of overall goodness of fit that can play a role similar to the correlation coefficient in regression analyses were also presented. In addition to the papers mentioned in the text the reader may find valuable the review of goodness-of-fit measures given by Hauser (1978) from an information-theoretic approach. The section concludes with some remarks about the behavioral content of MNP models calibrated with cross-sectional data.
In many MNP applications, knowledge of the choice function is the ultimate piece of information, and many a study would terminate after calibration. For instance, in traffic-flow theory, knowledge of the critical gap and its variance is all one needs for studying unsignalized intersections and passing zones on two-lane bidirectional roads; in toxicology, knowledge of the critical dosage of a drug that will cause death in 50% of the population of rats may be the only thing that is needed of a binary probit model. In both of these instances, the use of a MNP model terminates with the calibration process and its interpretation. In demand forecasting, there are also instances where the final answer results directly from the calibration process; for instance, to estimate the monetary value of travel time some researchers have calibrated binary probit (and logit) models of route choice between two highways, one of which has a toll. In these models, the choice function is

\[ p_i = \Phi(\theta_1 \text{TOLL} + \theta_2 (T_2 - T_1)), \quad \theta_1 > 0, \quad \theta_2 > 0, \]

where we assume that the toll is on highway 2 and \( T_i \) is the travel time by route \( i \). Assuming that the model is behavioral, i.e., it represents causes and effects (cf. Section 3.4.3), one could say that the quantity in brackets in the above equation represents the relative attractiveness of highway 1 with respect to highway 2. Since such a quantity does not change if one changes the toll one unit as long as the travel time differential is changed by \( \theta_1/\theta_2 \) units, for the population under study the value \( \theta_2/\theta_1 \) would represent an average monetary value of travel time. A study of the value of travel time would therefore terminate there.

In many instances, however, one is not only interested in the value of \( \theta \) per se, but also in the numbers of people from the population (or any subgroup thereof) that select each one of the alternatives. In addition, one will also be interested in other measures that characterize the situation, such as the elasticity of demand (or usage), the total (and average) satisfaction derived by the population from the set of alternatives available to them, and its elasticity. Chapter 1 explored some of these figures of merit.

We shall now explore how to use a choice function to obtain the above-mentioned information when some of the attributes in the choice function vary across the population. In our analysis we shall assume that the choice function of the MNP model is known with certainty; that is, there are no specification errors and the values of the estimated parameters are very close to the true parameter values. Furthermore, we shall consider only very large groups of people; this results in deterministic predictions, since the laws of large numbers ensure identical forecasts for groups of people with the same distribution of the attribute vector and same number of individuals. In the following chapter, we shall explore the consequences of uncertainty in the value of \( \theta \) and in the distribution of the attribute vector, and the variability of the figures of merit for small groups of individuals.

A figure of merit for a heterogeneous group of individuals, such as the total usage or the average satisfaction, can always be equated to an expectation of a similar figure of merit defined for homogeneous groups of individuals. For instance, as was shown in Section 1.2, the expected usage of alternative \( i \), \( y_i \), is related to the expected value of the choice probability function according to (see Eqs. (1.4a) and (1.4b) in Chapter 1)

\[ y_i = M \int_\theta P_i(\theta, a)F(a) \, da, \quad (4.1a) \]

\[ y_i = E_a[M P_i(\theta, a)] = E_a[M P_i(\theta, A)], \quad (4.1b) \]

where \( M \) is the number of individuals in the group and \( F(a) \) is the density function of the attribute vector across the individuals of the group. This confirms the previous statement, since \( y_i \) is given by the average of \( M P_i(\theta, a) \) across the group, and \( M P_i(\theta, a) \) is the usage for a homogeneous group with \( A = a \).

In general, a generic figure of merit defined for a homogeneous population group with \( A = a \) will be a function of \( \theta \) and \( a \), as in Chapter 1 we denote by \( T(\theta, a) \). For a heterogeneous group, and as was also shown in Section 1.5, the corresponding figure of merit can be expressed as

\[ T(\theta) = E_a[T(\theta, A)], \quad (4.2) \]

where the expectation is taken with respect to the distribution of \( A \) in the group under study.

The word "expected" is used here because the actual usage is a random variable that would normally differ for different groups of individuals with same distribution of the attribute vector. However, since in this chapter we exclusively study large groups, the word will be dropped from now on.
4.1 Two Common Figures of Merit

The most commonly used figures of merit are the usage and the overall level of satisfaction. These two variables and their elasticities are analyzed below for homogeneous groups of individuals and expressions for $T(\theta, \alpha)$ are obtained. Sections 4.2 and 4.3 discuss calculation of Eq. (4.2).

4.1.1 The Demand Function

The demand function of alternative $i$, $D_i(\theta, \alpha)$, for a homogeneous group of individuals with $A = \alpha$ is $D_i(\theta, \alpha) = MP_i(\theta, \alpha)$ since we can do away with the expectations in Eq. (4.1b). Similarly, if we are interested in the joint usage of several alternatives and we let $J'$ be the set of such alternatives, we can define the pooled demand function as

$$D(\theta, \alpha) = M \sum_{i \in J'} P_i(\theta, \alpha). \tag{4.3}$$

The elasticity of demand with respect to attribute $a_k$ is

$$\lambda_{\alpha_k}^{D(\theta, \alpha)} = \frac{\partial D(\theta, \alpha)}{\partial a_k} \frac{a_k}{D(\theta, \alpha)}, \quad k = 1, \ldots, s,$$

where $D(\theta, \alpha)$ is given by (4.3); or, using vector notation,

$$\lambda_{\alpha_k}^{D(\theta, \alpha)} = \nabla_{\alpha} \log D(\theta, \alpha) \begin{bmatrix} a_1 & 0 & \cdots & 0 \\ 0 & a_2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & a_s \end{bmatrix}. \tag{4.4}$$

Equation (4.4) can be evaluated numerically for MNP models with the techniques that were used to calculate the gradient of the choice functions in calibration programs.

Closed-form elasticities can be obtained for the binary probit model; if as explained in Section 1.3.3 the specification is expressed as $p_1 = \Phi[V(\theta, \alpha)]$ and $p_2 = \Phi[-V(\theta, \alpha)]$, the elasticity of demand is

$$\lambda_{V(\theta, \alpha)}^{p_1} = \frac{\Phi[V(\theta, \alpha)]}{\Phi[-V(\theta, \alpha)]} \nabla_{\alpha} V(\theta, \alpha) \begin{bmatrix} a_1 & 0 \\ 0 & a_2 \\ \vdots & \vdots \\ 0 & 0 \end{bmatrix}. \tag{4.5a}$$

and

$$\lambda_{V(\theta, \alpha)}^{p_2} = -\frac{\Phi[-V(\theta, \alpha)]}{\Phi[-V(\theta, \alpha)]} \nabla_{\alpha} V(\theta, \alpha) \begin{bmatrix} a_1 & 0 \\ 0 & a_2 \end{bmatrix}. \tag{4.5b}$$

If the measured attractiveness functions are linear functions of $\alpha$, they can be expressed as

$$V = a[\theta],$$

where $[\theta]$ is an $s \times 2$ matrix whose entries are known constants (remember that the elements of $\theta$ are known). If the covariance matrix $\Sigma_{\theta}$ is independent of $\alpha$, we can define a constant $\sigma^2$ equal to the variance of $\xi_1 - \xi_2$, which is given by

$$\sigma^2 = (1, -1)\Sigma_{\xi}(1, -1) = \sigma_1^2 + \sigma_2^2 - 2\sigma_1 \sigma_2,$$

and express $V(\theta, \alpha)$ as $a[\theta](\cdot)\sigma^{-1}$. This is, of course, equivalent to the expression for $V(\theta, \alpha)$ given in Section 1.3.3. The gradient appearing in Eqs. (4.5) is then

$$\nabla_{\alpha} V(\theta, \alpha) = \sigma^{-1}(1, -1)[\theta]^T. \tag{4.5c}$$

For the trinomial probit model with covariance matrix independent of $\alpha$, it is also possible to derive a closed-form elasticity formula with the shortcut gradient evaluation method of Section 2.4.2. Since

$$P_i(\theta, \alpha) = \Phi\left[V_i(\theta, \alpha), \Sigma_{\xi}\right],$$

the chain-differentiation rule yields

$$\nabla_{\alpha} P_i(\theta, \alpha) = \nabla_{\alpha} p_i(V, \Sigma) \begin{bmatrix} \nabla_{\alpha} V_i \\ \nabla_{\alpha} V_i \\ \nabla_{\alpha} V_i \\ \nabla_{\alpha} V_i \end{bmatrix},$$

where $[\nabla_{\alpha} V_i, \cdots, \nabla_{\alpha} V_i]$ is the Jacobian of $V_i(\alpha, \alpha)$, and $\nabla_{\alpha} p_i(V(\alpha, \alpha))$ is available in closed form by Eqs. (2.37) and (2.38). Dividing this expression by $P_i(\theta, \alpha)$ yields $\nabla_{\alpha} \log P_i(\theta, \alpha)$, which can be entered in Eq. (4.4) for a closed-form elasticity formula. The multinomial logit model also has closed form elasticities.\footnote{The reader can check that if $V = a[\theta]$ the elasticity matrix is}

$$\lambda_{V(\theta, \alpha)} = (-p_1, -p_2, \ldots, 1 - p_2, \ldots, -p_1)[\theta]^T \begin{bmatrix} \xi_1 & 0 \\ 0 & \xi_2 \end{bmatrix}. \tag{4.5d}$$
4.1.2 The Satisfaction

It has been suggested (see Williams, 1977 for example) that the actual benefit derived from a choice situation by a given individual is the perceived attractiveness of the chosen alternative since in most applications it can be safely postulated that choice makers derive satisfaction only from the alternative they choose. The satisfaction for a random choice from the homogeneous group is $U_i$ if $i$ is the chosen alternative. But since by definition of random utility model the perceived attractiveness of the chosen alternative is the largest, the satisfaction is given by $\max(U_i)$, $i = 1, \ldots, I$. Defining the overall satisfaction of the group as the sum of the individual satisfactions, the laws of large numbers ensure that the overall satisfaction is $M$ times the expected satisfaction of a randomly selected individual. The expected satisfaction, which we call the satisfaction, is

$$S(\theta, a) = E\left[ \max(U_i) \right],$$

where, for the MNP model, $U \sim \text{MVN}[V(\theta, a), \Sigma_c(\theta, a)]$. For binary probit models, it is possible to express $S(\theta, a)$ in closed form by use of Clark’s formulas [Eqs. (2.24)] as follows:

$$S(\theta, a) = V_2(\theta, a) + [V_1(\theta, a) - V_2(\theta, a)]\Phi[V(\theta, a)] + a\phi[V(\theta, a)],$$

where $\sigma = (a_1^2 + a_2^2 - 2a_1^2)^{1/2}$ and $V(\theta, a) = [V_1(\theta, a) - V_2(\theta, a)]/\sigma$.

For general MNP models, it is necessary to calculate $S(\theta, a)$ either numerically, by simulation, or by approximation with Eqs. (2.24). The process is similar to that of calculating the choice probabilities because it also has two stages. First, one calculates $V = V(\theta, a)$ and $\Sigma_c = \Sigma_c(\theta, a)$ with the specification of the model, and then the expected value of the maximum component of a MVN(V, $\Sigma_c$) random vector. The function relating the satisfaction to $V$ and $\Sigma_c$ will be called henceforth the MNP satisfaction function

$$E[\max(U_i)|V, \Sigma_c] = S(V, \Sigma_c)].$$

One must be very careful with the definition of satisfaction because two choice models yielding the same choice function can have different satisfactions depending on how the measured attractiveness functions and the covariance matrix are defined. This happens because, unfortunately, a set of choice probabilities does not uniquely define $V$ and $\Sigma_c$ (or $V$ for a MNL model) and, consequently, it is not possible to express $S(\theta, a)$ as a function of the choice probability vector. This can be seen by means of an example if one notes that when a constant is added to all the measured attractiveness values of a random utility model the basic form of the choice function is not affected, but in the formula for satisfaction such a constant alters the final result. That is, if a constant $k$ is added to the elements of the measured attractiveness vector, the resulting, different, random utility model has a perceived attractiveness vector $U^*$ given by

$$U^*_i = U_i + k, \quad i = 1, \ldots, I.$$

Although this does not alter the choice probabilities (the constant $k$ cancels out in the choice probability expression—see Eq. (1.6), for example), it modifies the satisfaction by exactly $k$ attractiveness units:

$$S^*(\theta, a) = E\left[ \max(U_i + k) \right] = E[\max(U_i) + k] = S(\theta, a) + k.$$

Of course one could conceivably avoid part of this problem by comparing $S(\theta, a)$ to the satisfaction of a benchmark subgroup (say with $a = 0$) in which the constant $k$ would cancel out. Unfortunately, the problem persists because $k$ can be an arbitrary function of a benchmark and as seen with the following example different choices of $k$ change the value of $S(\theta, a) - S(\theta, 0)$.

Example Assume that the correct measured attractiveness of a binary model of choice between public transit (alternative 1) and private automobile (alternative 2) is as follows:

Model $a$ \quad $V_1 = \theta_1 - \theta_2 a_1,$
$\quad V_2 = -\theta_2 a_2 + \theta_3 a_3$,

where $a_1$ and $a_2$ are the door-to-door travel times by public transit and automobile, and $a_3$ represents the income of the choice maker. Alternatively, one could subtract $\theta_2 a_3$ from $V_1$ and $V_2$ to obtain a choice model with the same choice probability functions:

Model $b$ \quad $V_1 = \theta_1 - \theta_2 a_1 - \theta_3 a_3,$
$\quad V_2 = -\theta_2 a_2$.

If we use momentarily the subscripts $a$ and $b$ to denote the satisfaction under models $a$ and $b$, and remember that $S_a(\theta, a) - S_a(\theta, 0)$, we have

$$[S_a(\theta, a) - S_a(\theta, 0)] - [S_b(\theta, a) - S_b(\theta, 0)] = [S_a(\theta, a) - S_b(\theta, a)]$$
$$- [S_b(\theta, 0) - S_0(\theta, 0)] = \theta_2 a_3,$$

and we see that $S(\theta, a) - S(\theta, 0)$ is not the same for Models $a$ and $b$. ■

Therefore, for the satisfaction measure to be meaningful, in addition to having a correctly specified set of choice functions, the perceived-attractiveness vector must truly depict attraction. Despite these qualifications, $S(\theta, a)$ is a very useful value because as shown in Section 4.5, even
in cases where it lacks meaning, it can be used for certain supply–demand equilibrium equations. Furthermore, if the covariance matrix of the perceived-attractiveness vector is fixed and known, as happens with MNL models, the measure \( S(\theta, a) = S(\theta, a) - V(\theta, a) \), which we call the relative satisfaction,\(^3\) is independent of the way in which one specifies \( V(\theta, a) \) and can therefore be used without difficulty. \( S(\theta, a) \) can be interpreted as the increase in satisfaction resulting from addition of alternatives 2, 3, \ldots, \( I \) to the choice set.

We now prove the uniqueness of \( S(\theta, a) \) by showing that if \( V(\theta, a) \) and \( V^*(\theta, a) \) are two specifications yielding the same choice probability functions, \( S(\theta, a) = S^*(\theta, a) \).

If \( V^* \) and \( V \) yield the same choice probabilities,

\[
p_i[V^*(\theta, a), \Sigma_i] = p_i[V(\theta, a), \Sigma_i] = p_i(\theta, a), \quad i = 1, \ldots, I.
\]

According to Conjecture 3.1 and Fact 3.1 the reduced measured-attractiveness vector is the same for both specifications and consequently

\[
V_i^*(\theta, a) - V_i(\theta, a) = V_i(\theta, a) - V_i(\theta, a), \quad i = 1, \ldots, I.
\]

The satisfaction corresponding to this new attractiveness vector is denoted \( S_i(\theta, a) \). It is related to \( S(\theta, a) \) by

\[
S_i(\theta, a) = S(\theta, a) - V_i(\theta, a)
\]

because the two specifications only differ by a constant \( V_i(\theta, a) \), which was subtracted from the measured attractiveness vector. Similarly,

\[
S_i(\theta, a) = S^*(\theta, a) - V_i^*(\theta, a)
\]

and therefore

\[
S_i(\theta, a) = S(\theta, a) = S^*(\theta, a).
\]

This establishes the uniqueness of \( S(\theta, a) \) for MNP models with fixed and known covariance matrices; the result also holds for MNL models. For the previous example, the reader can verify that, indeed, \( S_i(\theta, a) \equiv S_j(\theta, a) \).

Because the significance of an "attractiveness unit" is hard to grasp, it is desirable to obtain an indication of its value compared with more usual measures of benefits, such as monetary value or time. Such an indication is provided by the coefficients of attributes representing money or time, if such attributes enter in the specification of the model; assuming of course,

\(^3\) We can also define the satisfaction relative to alternative \( i \) by subtracting \( V(\theta, a) \) from \( S(\theta, a) \). However, the term relative satisfaction is used in this book in connection with alternative \( i \), without loss of generality.

that there are no problems with cross-sectional data and that the model is truly behavioral.

We now turn our attention to the derivatives of \( S(\theta, a) \) and \( S^*(\theta, a) \). The following theorem gives insight into the behavior of satisfaction and will help calculate its derivatives. The proof is adapted from Sheffi and Daganzo (1978a).

**Theorem 4.1** For a random utility model with additive disturbances \( \xi \) (the only kind considered in this book), the partial derivative of the satisfaction with respect to the measured attractiveness of an alternative equals its probability of choice:

\[
\frac{\partial E[\max_{i=1, \ldots, I}(U_i)]}{\partial V_j} = p_j, \quad j = 1, \ldots, I.
\]

**Proof** The partial derivative of the satisfaction with respect to the measured attractiveness of the \( j \)th alternative can be expressed as

\[
\frac{\partial E[\max_{i=1, \ldots, I}(U_i)]}{\partial V_j} = \frac{\partial}{\partial V_j} \int_{x=1}^{\max_{i=1, \ldots, I}(V_i + x_i)} F_\xi(x) dx,
\]

where \( F_\xi(x) \) denotes the density function of the error terms.

Letting \( \Gamma_j(x, V) \) be the indicator function,

\[
\Gamma_j(x, V) = \begin{cases} 1 & \text{if } V_j + x_j > V_i + x_i \forall i \neq j \\ 0 & \text{otherwise,} \end{cases}
\]

it is possible to interchange the derivative and integral operators in the above expression and to simplify it as follows:

\[
\int_{x=1}^{\max_{i=1, \ldots, I}(V_i + x_i)} \frac{\partial}{\partial V_j} F_\xi(x) dx = \int \Gamma_j(x, V) F_\xi(x) dx = \Pr\{V_j + \xi_j > V_i + \xi_i \forall i \neq j\} = p_j.
\]

This result is intuitively appealing because it indicates that the level of satisfaction always increases when an alternative is improved and that the increase is proportional to the popularity of the alternative. In our case it will be even more significant because it will mean that we can calculate the derivatives of satisfaction fairly easily even for heterogeneous groups.
Theorem 4.1 can also be used to derive the expression for satisfaction of random utility models with fixed distribution of the error terms by solving a system of partial differential equations. Letting \( s(V) \) denote the satisfaction associated with the measured attractiveness vector \( V \), we can write for the MNL model

\[
\frac{\partial s(V)}{\partial V_i} = \frac{\exp(V_i)}{\sum_{j=1}^{I} \exp(V_j)}, \quad i = 1, \ldots, I,
\]

with boundary condition \( s(V) = 0 \) if \( V = (0, -\infty, -\infty, \ldots, -\infty) \). This yields \( s(V) = \log \sum_{j=1}^{I} \exp(V_j) \) in agreement with Eq. (1.10). The reader can verify that for the trinomial GEV model of Section 1.3.2, one has

\[
s(V) = \log(\exp(V_1) + \exp(V_2/(1 - \rho)) + \exp(V_3/(1 - \rho)))^{1-\rho}
\]

and that the expression given for the binary probit model meets

\[
\frac{\partial s(V)}{\partial V_i} = \Phi(V) = p_i.
\]

If the specification of \( V \) is linear in \( a \), i.e., it can be expressed as \( V = a[\theta] \) and \( \Sigma \) does not depend on \( a \), the gradient of \( S(\theta, a) \) with respect to \( a \) is given by the chain-differentiation rule and the convenient form

\[
V_a S(\theta, a) = [P_1(\theta, a), \ldots, P_I(\theta, a)][\theta]^T,
\]

(4.8)

which simply involves calculation of choice functions. In more-complicated cases the gradient can be calculated numerically.

Although Theorem 4.1 states that the increase in satisfaction obtained from an increase in attractiveness is independent of how the model is specified, the value of the derivative with respect to an attribute depends on the way the model is specified. It is easy to see that for model \( a \)

\[
\frac{\partial S(\theta, a)}{\partial a_3} = p_3 \theta_3
\]

and for model \( b \)

\[
\frac{\partial S(\theta, a)}{\partial a_3} = -\theta_3 p_3.
\]

Thus care must also be taken in the analysis of the derivatives of \( S(\theta, a) \).

Since \( S(\theta, a) \) is independent of the specification used, however, its derivative is independent of model form; for models \( a \) and \( b \) the reader can check that \( \partial S(\theta, a)/\partial a_3 = \theta_3 p_3 \). This means that the added satisfaction provided by alternative 2 increases with higher-income groups. In other words, higher-income groups benefit more from the existence of automobiles than lower-income groups. However, unless one can tell from knowledge of the problem whether model \( a \) or model \( b \) is the true one, one cannot tell how much more satisfaction is derived by wealthy individuals than by poor individuals from the general situation.

Although for many applications there are other figures of merit, in addition to the satisfaction and demand, that may be of interest (Section 1.3 discussed the average number of automobiles owned by a family), it is not possible to discuss them. It should be remembered, however, that the mechanics of prediction, discussed in Sections 4.2 and 4.3, would be identical for any figure of merit \( T(\theta, a) \) that depends on \( \theta \) and \( a \) through \( V \) and \( \Sigma \) only.

4.1 Two Common Figures of Merit

Equation (4.2) can be applied to predict the usage and the satisfaction of heterogeneous groups of people. However, before explaining how to do that in Sections 4.2 and 4.3, we show how Eq. (4.2) can also be used to predict the derivatives of usage and satisfaction of heterogeneous population groups.

Assume that we wish to calculate the elasticity of usage with respect to a certain policy attribute \( A_p \) whose value \( a_p \) is the same for all the population. In such a case the integration in Eq. (4.1) can be restricted to all attributes except \( A_p \). Provided \( F(a) \) is interpreted as the density of \( A \) exclusive of \( A_p \) and \( a_p \) is fixed in \( P_j(\theta, a) \). The equation is

\[
y_p(a_p) = M \int_a^\infty \frac{\partial P_j(\theta, a)}{\partial a_p} F(a) da,
\]

and taking derivatives on both sides with respect to \( a_p \), we obtain

\[
y_p(a_p) = M \int_a^\infty \frac{\partial P_j(\theta, a)}{\partial a_p} F(a) da,
\]

(4.9)

showing that if we set \( T(\theta, a) = \partial P_j(\theta, a)/\partial a_p \) and \( T(\theta) = y_p(a_p)/M \), Eq. (4.2) applies. This formula is particularly useful for trinomial probit models in which \( a_p \) does not appear in \( \Sigma \), since in such case \( \partial P_j(\theta, a)/\partial a_p \) assumes a closed form and hand evaluation of \( y_p(a_p) \) with Eq. (4.9) is much less time consuming than another evaluation of \( y_i \) in the neighborhood of \( a_p \). Qualitatively, the formula shows that if \( a_p \) appears with a negative coefficient in \( V_j \) (\( j \neq i \)) and/or with a positive coefficient in \( V_i \), the derivative inside the integral will always be positive and, consequently, so will be the elasticity of usage.

The same analysis can be performed with respect to the satisfaction of a MNP model for which the policy variable \( a_p \) does not appear in the covariance matrix. In such a case, the average satisfaction of one individual is

\[
S(\theta) = \int_a^\infty S(\theta, a) F(a) da.
\]
and if $V$ is linear in $a_p$ and the coefficients of $a_p$ are not functions of other attributes, using Eq. (4.8), after interchanging differentiation and integration, yields

$$
\frac{\partial S(\theta)}{\partial a_p} = \int_a \left[ \begin{array}{c}
\vdots \\
P_i(\theta, a)
\end{array} \right] F(a) \, da,
$$

where $[\theta]_p$ represents the $p$th row of $[\theta]$, i.e., the constant coefficients of $a_p$ in each of the measured-attraction functions. Bringing $[\theta]_p$ out of the integral and using Eq. (4.1a), we finally obtain

$$
\frac{\partial S(\theta)}{\partial a_p} = [\theta]_p \left[ \begin{array}{c}
y_1 \\
\vdots \\
y_l
\end{array} \right] / M. \quad (4.10)
$$

Equation (4.10) is useful because it is a function of variables that are immediately available and obviates a special prediction procedure for $\partial S(\theta)/\partial a_p$. In addition, Eq. (4.10) indicates that $S(\theta)$ is related to consumers’ surplus.

Let $a_p$ denote the price of using one of the alternatives, say $i$, and thus be a variable appearing only in $V_i$. As previously required we assume that the coefficient of $a_p$ is constant. If $a_p$ is expressed in units of attractiveness it will enter $V_i$ with a $-1$ coefficient and Eq. (4.10) would yield

$$
\frac{\partial MS(\theta)}{\partial a_p} = -y_i(a_p). \quad (4.11)
$$

Assuming everything else is fixed, $y_i(a_p)$ is a one-dimensional demand function relating usage to price, and the “area under the curve”

$$
\int_{x=0}^{x=a_p} y_i(x) \, dx = M[S(\theta)|_{a_p=0} - S(\theta)|_{a_p=a_p}]
$$

is the change in consumers’ surplus to the users of alternative $i$ when the price is dropped from $a_p$ to zero, as it represents their willingness to pay. Since Eq. (4.12) can also be interpreted as the increase in satisfaction for the whole population when the price is dropped from $a_p$ to zero, the equivalence of the satisfaction measure and consumers’ surplus should be apparent. It should be noted, however, that for more realistic models in which the coefficient of $a_p$ is allowed to depend on socioeconomic attributes the satisfaction is not equivalent to consumers’ surplus because Eq. (4.12) does not hold.

The measure $S(\theta)$ is more useful for policy analysis than other measures of consumer benefits because if the choice-set is exhaustive (i.e., it includes not choosing anything), the population of choice makers includes everybody in the population, and because with the proper selection of $F(a)$, $S(\theta)$ can be calculated for different subgroups of the population. Thus, using $S(\theta)$, it is possible to study the repercussions of different policies not only on the whole population but also on minority groups.

A similar comment can be made regarding $S'(\theta) = E_a[S'(\theta, a)]$. The value of $S'(\theta)$ represents the average increase in satisfaction resulting from inclusion of alternatives 1 to 1 in the choice set and is related to $S(\theta)$ by

$$
S'(\theta) = S(\theta) - E_a[V_i(\theta, A)] \quad (4.13)
$$

since by definition $S'(\theta, a) = S(\theta) - V_i(\theta, a)$. Equation (4.13) is particularly easy to evaluate for linear specifications for then $E_a[V_i(\theta, A)] = V_i(\theta, a_F(A))$.

For linear specifications, the derivative of $S'(\theta)$ with respect to $a_p$ is

$$
\frac{\partial S'(\theta)}{\partial a_p} = \frac{\partial S(\theta)}{\partial a_p} - [\theta]_{p1}
$$

where $[\theta]_{p1}$ is the coefficient of $a_p$ in $V_i(\theta, a_p)$. Naturally, the derivatives coincide if $V_i(\theta, A)$ is independent of $A_p$.

The next section includes a numerical example illustrating many of the ideas that have been introduced.

### 4.2 General Prediction Techniques

#### 4.2.1 Classification by Attributes

This method was briefly described in Chapter 1 because it is very simple and helps to illustrate the difference between aggregate and disaggregate demand models. The method is applicable to any discrete choice model. Its description will be illustrated with an example.

Given a figure of merit $T(\theta, a)$ associated with the individuals of a homogeneous group, we can express its expected value for a heterogeneous group as

$$
T(\theta) = \int_a T(\theta, a) F(a) \, da,
$$

where $F(a)$ is the mass-density function of the attribute vector across the members of the group.

Let us approximate $F(a)$ by a discrete mass function defined as follows:

$$
F(a) \approx \begin{cases} 
\frac{m(k)}{M} & \text{if } a = a^{(k)}, \quad k = 1, 2, \ldots, K, \\
0 & \text{otherwise},
\end{cases}
$$

where the $a^{(k)}$'s are values of the attribute vector representative of certain members of the group, $m(k)$ is the number of members of the group with attribute vector approximately equal to $a^{(k)}$, and $M$ is the size of the group.
The values \( m^{(k)} \) must satisfy
\[
\sum_{k=1}^{K} m^{(k)} = M,
\]
so that the approximation to \( F(a) \) is a proper probability mass function. If the values \( m^{(k)} \) and \( a^{(k)} \) are available, the prediction equation becomes
\[
T(\theta) \approx \sum_{k=1}^{K} T(\theta, a^{(k)}) \frac{m^{(k)}}{M},
\] (4.14)
which is the formula for the classification by attributes method.

The name of the approach is based on the physical interpretation of Eq. (4.14), which predicts \( T(\theta) \) after classifying the individuals of the heterogeneous group into \( K \) quasi-homogeneous classes with attribute vector \( a^{(k)} \), and \( m^{(k)} \) individuals each.

**Example** We now illustrate the technique with a trinomial mode-choice problem. This example will be used throughout this chapter. Each individual living in the square zone depicted in Fig. 4.1 has three basic choices when a major sporting event is featured in the downtown area:

1. not to travel;
2. to walk to the transit station located at the northeast corner of the area and board the train;
3. to drive a car (conditional on the decision maker auto-ownership status) to the freeway access located at the southwest corner of the area and go to downtown.

The square zone under consideration has a rectangular-grid street system parallel to the sides. The population in this area is \( M = 10,000 \) decision makers, who are uniformly distributed throughout the area; 70% of the population own cars and 30% do not; these percentages are also uniformly distributed in the area.

Let us suppose that the following MNP model has been specified, calibrated, and after some consideration judged to represent choice-making behavior reasonably well:

\[
\begin{align*}
U_1 &= 0 + \xi_1 \quad \text{(not to travel)}, \\
U_2 &= 3 - 6A_T - 6R_A + \xi_2 \quad \text{(transit)}, \\
U_3 &= 3.5 - 6A_A - 6R_A + 40 + \xi_3 \quad \text{(car)},
\end{align*}
\]

The MNP model specification given below is not likely to be realistic because the choice probabilities are much too sensitive to the level of service attributes. This will result in rather low satisfaction values but is useful for pedagogical purposes to ensure that the mode choice probabilities vary substantially within the zone.

The units of the access time (time spent within the zone) to transit \( A_T \), the access time by auto \( A_A \), the travel time outside the zone by transit \( R_T \), and auto \( R_A \), are all in hours. \( AO \) is a dummy socioeconomic variable that is zero for car owners and -1000 (a very large but finite value) for non-car owners. \( AO \) ensures that non-car owners do not drive to the sporting event.

The following numerical values have been considered for this example:

- length of the square side \( L = 1 \) km
- walking speed \( S_T = 4 \) km/hr
- driving speed inside the zone \( S_A = 40 \) km/hr
- waiting time plus in-vehicle travel time for transit \( R_T = 20 \) min
- freeway driving time \( R_A = 30 \) min

Fig. 4.1 Hypothetical suburb connected to the city center by freeway and train.
Letting the attribute vector be \( \mathbf{A} = (1, A_T, A_A, R_T, R_A, AO) \) the specification can be written \( \mathbf{U} = \mathbf{A}[\theta] + \xi \) with

\[
\begin{bmatrix}
0 & 0 & 0 & 0 & 0 \\
3 & -6 & 0 & -6 & 0 \\
3.5 & 0 & -6 & 0 & -6 & 1
\end{bmatrix}
\]

We now divide the population into subgroups with similar attribute vector. This can usually be done in different ways but in this particular case careful inspection of the problem results in just a few classes.

We first notice that since attributes \( A_T, A_A, \) and \( AO \) are the only ones that vary across the population, they are the only ones we need to be concerned about. The simplicity of the example enables us to segment the population quite easily into groups with approximately equal driving and walking access times. Figure 4.2 represents three possible equal area partitions of the zone with 1, 3, and 10 subzones each. Since the fraction of car owners is homogeneously distributed we can assume that it is 70% in each one of the subzones. The values of \( m(a) \) and \( a(a) \) are obtained by inspection of the figure.

\[a(a)\text{ and } a(a)\text{ are obtained by measuring the grid distance from the center of gravity of the subzone to the southwest and northeast corners of the square and dividing the result by the appropriate speed.}\]

\( m(a) \) is proportional to the area of the subzone times 0.7 (if we consider a group of car owners) or 0.3 (if it is a group of non-car owners).

The values are summarized in Table 4.1 for the three partition cases. In the table the values have been entered in \( V = a(a) \), and \( V(a) \) is also given for all the classes. Had the matrix \( \mathbf{S} \) depended on \( a, \mathbf{S}(a) \) should also have been computed for each class. In our case, however, \( \mathbf{S} \) is constant and that does not have to be done.

Let us now calculate \( P_i(a), S(a), S(a) \), and their derivatives. For \( P_i(a) \) we enter in Eq. (4.14) with \( T(a, a) = P(a, a) \) \((i = 1, 2, 3)\) and for \( S(a) \) we use \( T(a, a) = S(a, a) \). Note that \( S(a) \) coincides with \( S(a) \) since for this problem \( V_i(a, a) = 0 \). Table 4.2 gives the values of \( P_i(a, a) \) and \( S(a, a) \), which were derived with the approximate formulas described in Section 2.2.3.

It is interesting to see how the satisfaction from travel increases with proximity to the transit station for those segments of the population that do not own a car but reaches a minimum in the middle of the zone for car owners.

This result is reasonable since satisfaction reaches a minimum where the travel time to downtown by the best mode is maximum. That location is the middle subzone for car owners and the southwest zone for non-car owners. The satisfaction units can be converted to hours of saved travel time by dividing them by six (we are assuming that the model is behavioral) as indicated by the generic coefficient of the time attributes in the specification of the model. The values in minutes are given in parenthesis in Table 4.2.

### Table 4.1

<table>
<thead>
<tr>
<th></th>
<th>Northeast zone</th>
<th>Central zone</th>
<th>Southwest zone</th>
</tr>
</thead>
<tbody>
<tr>
<td>class ((k))</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>class size ((m(a)))</td>
<td>2333</td>
<td>1000</td>
<td>2333</td>
</tr>
<tr>
<td>(d(a)\text{ (hr)})</td>
<td>0.136</td>
<td>0.136</td>
<td>0.250</td>
</tr>
<tr>
<td>(d(a)\text{ (hr)})</td>
<td>0.0364</td>
<td>0.0364</td>
<td>0.025</td>
</tr>
<tr>
<td>(m(a)\text{ (hr)})</td>
<td>0</td>
<td>-1000</td>
<td>0</td>
</tr>
<tr>
<td>(P_i(a)\text{ (min)})</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>(P_i(a)\text{ (min)})</td>
<td>0.184</td>
<td>0.184</td>
<td>-0.500</td>
</tr>
<tr>
<td>(P_i(a)\text{ (min)})</td>
<td>0.182</td>
<td>-999.72</td>
<td>0.350</td>
</tr>
</tbody>
</table>

* Non-car owner class.
The choice probabilities also follow an interesting pattern. As we move away from the transit station, car owners shift from transit to the automobile but non-car owners simply choose not to travel since they are transit "captive."

The elasticity of the demand for each of the three alternatives can now be obtained with Eq. (4.4). As an example, consider the elasticity of the demand for travel by transit for the individuals in group 4 (non-car owners in the center of the square zone) with respect to the in-vehicle travel time by transit \( R_T \).

Because within this subgroup alternative 3 can be ignored for most practical purposes, we can use the binary probit elasticity formula [Eqs. (4.5a)–(4.5c)]:

\[
\left[ \begin{array}{c}
1 \\
-1
\end{array} \right] \left[ \begin{array}{c}
0 & 3 \\
-6 & -6
\end{array} \right] \left[ \begin{array}{c}
1 \\
-1
\end{array} \right] = \left[ \begin{array}{c}
-3 \\
6
\end{array} \right],
\]

\[
V(\theta, a) = \sigma^{-1}a[\theta]^{-1} = \left[ \begin{array}{c}
1 \\
-1
\end{array} \right] \left[ \begin{array}{c}
1, 0.25, 0.333 \\
6
\end{array} \right] = \left[ \begin{array}{c}
-3 \\
6
\end{array} \right],
\]

\[
\gamma^a_k = -\frac{\phi(1.12)}{\Phi(-1.12)} = \left[ \begin{array}{c}
1 \\
0
\end{array} \right] \left[ \begin{array}{c}
1 \\
0.25
\end{array} \right] = \left[ \begin{array}{c}
1 \\
0
\end{array} \right] = \frac{0.477}{0.477} = 1.12,
\]

\[
\frac{\partial P_3(\theta, a^{(k)})}{\partial R_T} = -\frac{\phi(1.12)}{\Phi(-1.12)} = -1.3.
\]

Thus a 1% increase in riding time would be expected to cause a 6.8% decrease in the transit ridership of group 4.

Let us now aggregate all these measures for the whole population. The formulas for \( P(\theta) \) and \( S(\theta) \) are:

\[
P(\theta) = \sum_{k=1}^{6} \frac{P(\theta, a^{(k)}/10,000)}{m^{(k)}},
\]

and

\[
S(\theta) = S(\theta) = \sum_{k=1}^{6} \frac{S(\theta, a^{(k)})/10,000}{m^{(k)}},
\]

which with the values of \( m^{(k)} \) given in Table 4.1 and the values of \( P(\theta, a^{(k)}) \) and \( S(\theta, a^{(k)}) \) given in Table 4.2 yield

\[
P_1(\theta) = 0.34 \quad P_2(\theta) = 0.17 \quad P_3(\theta) = 0.49
\]

and

\[
S(\theta) = 0.34 \, \text{attraction units} = 3.4 \, \text{min/individual}.
\]

The usages and total satisfaction are obtained by multiplying these results by 10,000. The derivative of demand with respect to transit riding time (a policy variable that is the same for all the population) can be obtained with Eq. (4.14), setting \( T(\theta, a^{(k)}) = \partial P(\theta, a^{(k)})/\partial R_T \). Alternatively, one can change \( R_T \) by a small amount, recalculate the usage, and approximate in this way the derivative. The derivative of demand for transit of non-car owners is found below by the first method. For subgroup 4, the value was obtained with the elasticity calculations; it was

\[
\frac{\partial P_3(\theta, a^{(k)})}{\partial R_T} = -\frac{\phi(1.12) \times 6}{} = -1.3.
\]
In the same way we find
\[
\frac{\partial P_2(\theta, a^{(2)})}{\partial R_\tau} = -2.2 \quad \text{and} \quad \frac{\partial P_2(\theta, a^{(6)})}{\partial R_\tau} = -0.11,
\]
and since there is the same number of individuals in the three classes, Eq. (4.14) yields \(\frac{\partial P_2(\theta)}{\partial R_\tau} = (-2.2 + 1.3 + 0.1)/3 = -1.2\). The derivative of usage is \(-1.2 \times 3000 = -3600\) passengers/hr = \(-60\) passengers/min.

The derivative of the satisfaction is easier to obtain. It equals \(-6 \times P_2(\theta)\) = \(-1.2\) attractiveness units/hr; or \(0.2\) min/min.

Note that since the derivative of satisfaction with respect to a policy variable \(a^p\) is so easily obtained, it is very easy to assess how minor policy changes would affect different population subgroups. For this particular example, it would be relatively easy to study the effects of increasing the frequency of trains, metering the ramp on the entrance of the freeway, and in general any policy resulting in minor alterations to \(R_\tau\) and/or \(R_\lambda\).

If desired, one can also obtain the derivatives of \(P(\theta)\) and \(S(\theta)\) with respect to variables that change across the population (such as the auto-ownership percentage, or changes in driving time through the zone). In such instances, however, the distribution of the attribute vector changes when the attribute is changed and one must either calculate the derivatives numerically or modify Eqs. (4.9) and (4.10) accordingly.

The problem with the classification by attributes approach is that for models with several variables the number of classes needed for a reasonable accuracy can become very large.

To illustrate the effect that the number of classes has on the results of the forecast, the usage of the three modes was calculated for the partitions with one and ten subzones. The results are summarized in Fig. 4.3. Assuming that the partition with ten subzones provides an accurate estimate of usage, it can be seen that the transit ridership prediction error for the one class partition was 64% on the low side and for the three class partition 3% on the high side. The relative error of the two other alternatives is smaller. This is in general typical of discrete-choice models where forecasting errors tend to manifest themselves on the usage of low probability alternatives.

4.2.2 Other General Prediction Methods

In order to avoid the encumbrance of a large number of classes, other approaches have been devised. Two of these methods are stochastic simulation and classification by \(V\) and \(\Sigma_1\).

In the stochastic simulation method, one replicates an imaginary experiment in which one would select persons at random from the population to observe their choices and (if it were possible) their satisfactions. After many repetitions of such a process, one could easily provide approximate values of \(P_1(\theta)\) and \(S(\theta)\).

To carry out the experiment in a computer one has to devise a way of generating \(P(a)\) distributed random attribute vectors from a table of random numbers or a pseudorandom-number generator. There are standard procedures to do this, which are extensively discussed in the simulation literature (see Fishman (1973) for example). Obtaining a value of \(A, a^{(0)}\) in such a way parallels the real-life action of selecting an individual from the population. Since such an individual can be thought of as characterizing a homogeneous subgroup of the population with alternative shares, \(P_1(\theta, a^{(0)})\), and average satisfaction \(S(\theta, a^{(0)})\), in accordance with Eq. (4.2) one can approximate \(P_1(\theta)\) and \(S(\theta)\) by averaging these values. Letting \(a^{(0)}\) be the attribute vector of the \(n\)th observation and \(N\) the total number of observations, one can estimate \(P_1(\theta)\) and \(S(\theta, a)\) by

\[
P_1(\theta) \approx \frac{\sum_{n=1}^{N} P_1(\theta, a^{(0)})}{N}, \quad S(\theta) \approx \frac{\sum_{n=1}^{N} S(\theta, a^{(0)})}{N},
\]

where \(P_1(\theta, a^{(0)})\) and \(S(\theta, a^{(0)})\) can be obtained with the approximate formulas. Since the right-hand sides of Eqs. (4.15) represent the sample means of two sets of independent identically distributed random variables, \(t\)-tests and confidence intervals can be built on \(P_1(\theta)\) and \(S(\theta)\) for large values of \(N\).
Equations (4.15) can be used conveniently for MNL and binary probit models because \( P_i(\theta, a) \) and \( S(\theta, a) \) assume an exact closed form. For MNP models an alternative way of estimating \( P_i(\theta) \) and \( S(\theta) \) that does not require calculation of choice functions consists in finding the actual choice and satisfaction of the individual every time an attribute vector is sampled and working with the resulting strings of values. To do that one enters in the specification of the model with \( a^{(0)} \) to obtain \( V^{(0)} \) and \( \Sigma^{(0)} \) and then uses the simulation method described in Section 2.2.2 to obtain the vector of perceived utilities \( U^{(0)} = (U_1^{(0)}, \ldots, U^l_{(0)}) \), the satisfaction \( S^{(0)} = \max_{i=1, \ldots, n} (U_i^{(0)}) \), and an index \( c^{(0)} \), which equals 1 if alternative \( i \) is chosen and 0 otherwise. The estimates of \( P_i(\theta) \) and \( S(\theta) \) are

\[
P_i(\theta) \approx \frac{\sum N}{n} c_i^{(0)}, \quad S(\theta) \approx \frac{\sum N}{n} S^{(0)}.
\]

As in the previous case, one can perform \( t \)-tests and find confidence intervals; but since the \( c_i^{(0)} \)s are \textit{Bernoulli} random variables with success probability equal to \( P(\theta) \), we can give a simple expression of error size.

With very high probability, the relative error is smaller than two standard deviations, \( \sqrt{2} \left[ 1 - P(\theta) \right]/[P_i(\theta)N] \approx 1/2 \), which as in the example of Section 4.2.1, indicates that there is an inherent difficulty in predicting the usage of alternatives with low probability. To predict transit usage in the previous example with less than 10\% error we would need \( N \approx 5000 \) observations. Although this is computationally feasible, the simulation approach may not be attractive for smaller choice probabilities and/or in cases where extensive sensitivity analyses have to be performed. Furthermore, although it does not require calculation of \( m^{(k)} \) for a large number of groups as the classification by attributes approach, it necessitates the preparation of a computer program to generate the string of \( a^{(0)} \).

The classification by \( V \) and \( \Sigma \) approach has been proposed for the MNL model by Reed (see Reid (1978) for a discussion) and can also be applied to the MNP model. Since the MNP choice function can be expressed as a MNP function of \( V(\theta, a) \) and \( \Sigma(\theta, a) \), \( p_i(V, \Sigma) \), it could be advantageous to classify the population into groups of people, \( k = 1, \ldots, K \), with similar values of \( V \) and \( \Sigma \) and predict \( P_i(\theta) \) by

\[
P_i(\theta) \approx \frac{m^{(k)}}{M} p_i(V^{(k)}, \Sigma^{(k)}).
\]

where as before \( m^{(k)} \) is the number of individuals in class \( k \).

For the satisfaction, or any other figure of merit depending on a through \( V \) and \( \Sigma \), one has

\[
S(\theta) \approx \frac{m^{(k)}}{M} s(\Sigma^{(k)}).
\]

where \( s(V, \Sigma) \) is the MNP satisfaction function, relating \( V \) and \( \Sigma \) to the satisfaction. These two equations indeed give the desired results because they can be visualized as approximations for \( E_{V, \Sigma} p_i(V, \Sigma) \) and \( E_{V, \Sigma} s(V, \Sigma) \), which are equivalent to \( E_i[p_i(V, A)] \) and \( E_i[s(\Sigma, A)] \), respectively.

The classification by \( V \) and \( \Sigma \) approach is attractive in models in which \( \Sigma \) is independent of \( a \) since then one only needs to cross classify the population according to \( \{V_1, \ldots, V_l\} \). The method is advantageous in cases where \( I \) is small and we have a large number of attributes because then the number of classes might be drastically reduced.

A problem with the above method, however, is that the distribution of \( V \) is not usually known (otherwise there would be no need to estimate \( \theta \)), and consequently one has to obtain the values of \( m^{(k)} \) from the distribution of the attribute vector \( F(a) \), and the parameters of the model. This is a time-consuming operation that requires cross classification of the population across attributes, calculation of \( V \) for each one of the attributes, assignment of the individuals of each one of the attribute based classes to an attractiveness class, and compilation of the number of individuals in each of the attractiveness classes. Since this process is equally time consuming as compilation of the \( m^{(k)} \) for the attribute-based classes the method is not particularly advantageous when a computer is used to evaluate Eqs. (4.14) because the time and effort needed to calculate \( m^{(k)} \) in the classification-by-attributes approach is usually the controlling factor.

In hand calculations, however, the method is attractive for MNP models with three or four alternatives and many attributes that vary across the population. In this case calculation of the choice probabilities and the satisfaction is so cumbersome that a reduction in the number of times the MNP function has to be evaluated does result in a reduction of effort.

### 4.2.3 Discussion

In the preceding part of this chapter, it was implicitly assumed that the distribution of the attribute vector \( F(a) \) was exogenously available. Although such may be the case in certain applications, in many others, especially those involving long-term forecasts of socioeconomic data, it is naive to expect to be able to obtain \( F(a) \) accurately since, even for the present, the distribution of socioeconomic attributes (such as income and family size) in a zone is
rarely available. For socioeconomic attributes, one may have information on their mean and, perhaps, their variance but very rarely anything else. Level-of-service attributes and policy variables tend to be easier to forecast. The distribution of the former can often be determined, as was done in the previous example, from the geography of the zone and the characteristics of the alternatives. Policy variables, of course, are by definition exogenous variables.

In order to avoid problems caused by lack of information on the distribution of a certain attribute, the availability of such information must be considered a prerequisite for the inclusion of attributes in the specification of a model.

Because of these problems and because of the involved calculations required by the general prediction techniques, researchers have developed approximate shortcut prediction techniques that only use the mean $\bar{A}$ and covariance matrix of the attribute vector $\Sigma_{\mu}$. These characteristics are less difficult to forecast than $F(a)$ although estimating some of the off-diagonal terms of $\Sigma_{\mu}$ may sometimes be difficult. Techniques and data sources to forecast the moments of the attribute vector across the population vary from discipline to discipline and will not be reviewed in this book.

In addition to forecasting $\bar{A}$ and $\Sigma_{\mu}$, a good forecaster will usually attach a degree of accuracy to these values by figuring out maximum and minimum reasonable values and, perhaps, even giving a subjective distribution of the estimates. Since the values of $\bar{A}$ and $\Sigma_{\mu}$ influence the forecast their subjective distribution can be used to obtain a subjective distribution of the forecasts. This uncertainty regarding the values of $\bar{A}$ and $\Sigma_{\mu}$ will be ignored in the rest of this chapter but will be considered in Chapter 5.

### 4.3 Shortcut Prediction Techniques

We shall assume throughout this section that the specification of the model is linear and that the covariance matrix $\Sigma_{\mu}$ is independent of the attribute vector. Thus

$$U = a[\theta] + \xi,$$

where $\text{cov}(\xi) = \Sigma_{\mu}$ and as before $[\theta]$ is an $s \times I$ matrix of constants. It will be further assumed that the distribution of $\bar{A}$ across the group of people under study can be approximated by a MVN distribution with known mean $\bar{A}$ and covariance matrix $\Sigma_{\mu}$. We first explore the case of binary logit and probit models, and then the MNP case. The discussion of the MNP model is expanded to include components of $\bar{A}$ that cannot reasonably be approximated by normal distributions, and specifications of $\Sigma_{\mu}$ that depend on $A$.

#### 4.3.1 Binary Logit and Probit Models

Following Westin (1974), let us write the equations of the binary logit model as

$$p_1 = (1 + e^{-V})^{-1}, \quad p_2 = 1 - p_1,$$

and

$$S' = \log(e^{V_1} + e^{V_2}) - V_1 = \log(1 + e^{-V})$$

where $S'$ is the mean relative satisfaction, and $V = V_1 - V_2$.

Since the attribute vector influences only $p_1, p_2$, and $S'$ through $V$, it is possible to express $P_1(\theta), P_2(\theta)$ and $S'(\theta)$ as

$$P_1(\theta) = E_{\nu}[(1 + e^{-V})^{-1}], \quad P_2(\theta) = 1 - P_1(\theta)$$

and

$$S'(\theta) = E_{\nu}[(\log(1 + e^{-V})].$$

Furthermore, since $A$ is MVN distributed with mean $\bar{A}$ and covariance matrix $\Sigma_{\mu}, V$ is MVN distributed with mean $\bar{V} = X[\theta]$ and covariance matrix $\Sigma_{\nu} = [\theta]^T\Sigma_{\nu}[\theta]$, and $V = V_1 - V_2$ is also normally distributed with mean and variance given by

$$\bar{V} = \bar{V}(\begin{pmatrix} 1 \\ -1 \end{pmatrix}) \quad \text{and} \quad \sigma_{\nu}^2 = (1, -1)\Sigma_{\nu}(\begin{pmatrix} 1 \\ -1 \end{pmatrix})$$

Equations (4.20a) and (4.20b) can be evaluated by a statistical change of variable. This is done by plotting the cumulative distribution functions of

$$p_1(V) = (1 + e^{-V})^{-1} \quad \text{and} \quad s'(V) = \log(1 + e^{-V})$$

from that of $V$, and by calculating their means numerically.

**Example** Assume that in the example of Section 4.2.1 we want to calculate the fraction of transit users among the non–car owners and their relative satisfaction. Let us further assume that the binary probit model defined by $U_1$ and $U_2$ in the example is replaced by a binary logit model with similar choice function. Since for logit models $\Sigma_{\mu} = \frac{1}{2}\pi^2I$, and the logistic and normal equations are reasonably close when they have the same mean and variance, the binary logit model approximates well the binary probit model as long as the latter has $\Sigma_{\mu} = \frac{1}{2}\pi^2I$. In our case, if we redefine the attractiveness units to be smaller by a factor of $\pi/\sqrt{3}$, the probit model can be rewritten as

$$V_1 = 0, \quad V_2 = 17.2 - 34.4A_1 - 34.4R_1, \quad \Sigma_{\mu} = \frac{1}{2}\pi^2I.$$
as if both $U_1$ and $U_2$ had been multiplied by $\pi/\sqrt{0.3}$. This model is approximately equivalent to a binary logit model with the above $V_1$ and $V_2$. We will use such a model for the example. For this binary problem, the attribute vector is:

\[
\mathbf{A} = (1, A_T, R_T),
\]

where $R_T$ is fixed at $R_T = 0.33$ and $A_T$ is the sum of two independent identically distributed rectangular random variables with range from zero to $L/S_T = 0.25$ hr (see Fig. 4.1). Consequently,

\[
E(A_T) = 0.25,
\]

\[
\text{var}(A_T) = 2 \cdot \frac{0.25^2}{12} = 0.01,
\]

\[
\bar{V} = -17.2 + 34.4(0.25) + 34.4(0.33) = 2.75,
\]

and

\[
\sigma^2 = 34.4^2 \times 0.01 = 11.83.
\]

If we approximate the distribution of $A_T$ by a normal distribution, the cumulative distribution function of $V$ is

\[
F_V(x) \approx \phi\left(\frac{x - 2.75}{3.44}\right).
\]

From Eqs. (4.19) we have

\[
Pr\{P_1 \leq x\} = Pr\{(1 + e^{-V})^{-1} \leq x\} = Pr\{V \leq \log\left(\frac{1}{x} - 1\right)\} = \phi\left(\frac{-2.75 - \log(1/x - 1)}{3.44}\right), \quad 0 \leq x \leq 1, \quad (4.21a)
\]

and

\[
Pr\{S' \leq x\} = Pr\{\log(1 + e^{-V}) \leq x\} = Pr\{V \geq -\log(e^x - 1)\} = \phi\left(\frac{2.75 + \log(e^x - 1)}{3.44}\right), \quad x \leq 0. \quad (4.21b)
\]

These equations are plotted in Fig. 4.4, and since both $P_1$ and $S'$ are non-negative random variables, their mean is given by the shaded area in the figure:

\[
P_1(\theta) = 0.76, \quad P_2(\theta) = 1 - P_1(\theta) = 0.24
\]

\[
S'(\theta) = 0.54 \text{ (attractiveness units)} = 0.54 \times 60/34.4 = 0.94 \text{ min.}
\]
where \( \sigma^2 = \text{var}(U_1 - U_2) = (1 - 1)\Sigma_\xi(-1) \) (note the difference between the definition of \( \Sigma \) for logit and probit models). Consider now the choice function and the relative satisfaction of the binary probit model, which, as reference to Eqs. (1.18) and (4.7) shows, is

\[
\begin{align*}
p_1 &= \Phi(V), \\
p_2 &= 1 - p_1, \\
S' &= \sigma[-V\Phi(-V) + \phi(V)].
\end{align*}
\]

Alternatively, and letting \( \xi \) be a standard normal variable, we write \( p_1 \) and \( S \) in a form more convenient to be manipulated:

\[
p_1(V) = \Pr\{\xi \leq V \mid V\} = \Pr\{\xi - V \leq 0 \mid V\}
\]

and

\[
s'(V) = \sigma E_{\xi}[\max(0, \xi - V) \mid V].
\]

This last expression can be verified from Eq. (2.24a). The expressions for \( P_1(\theta) \) and \( S'(\theta) \) are

\[
P_1(\theta) = E_{\xi}\{\Pr\{\xi - V \leq 0 \mid V\}\}
\]

and

\[
S'(\theta) = \sigma E_{\xi}\{E_{\xi}[\max(0, \xi - V) \mid V]\}.
\]

The expression for \( P_1(\theta) \) reduces to the unconditional probability

\[
P_1(\theta) = \int_{-\infty}^{\infty} \Pr\{\xi - V \leq 0 \mid V = x\} f_V(x) dx = \Pr\{\xi - V \leq 0\},
\]

which, since \( \xi \) and \( V \) are normally distributed, is

\[
P_1(\theta) = \Phi[\bar{V}/(1 + \sigma_V^2)^{1/2}], \tag{4.23a}
\]

where \( \bar{V} = (\bar{V}_1 - \bar{V}_2)/\sigma \) and \( \sigma_V^2 = \text{var}(V_1 - V_2)/\sigma^2 \). These values are obtained as in the binary logit case.

Since \( \xi - V \) is a normal random variable with mean \( -\bar{V} \) and variance \( 1 + \sigma_V^2 \), the expression for the relative satisfaction,

\[
S'(\theta) = \sigma E[\max(0, \xi - V)],
\]

can be simplified by means of Eq. (2.24a) to

\[
S'(\theta) = \sigma \left[ -\bar{V}\Phi\left(\frac{-\bar{V}}{(1 + \sigma_V^2)^{1/2}}\right) + (1 + \sigma_V^2)^{1/2}\phi\left(\frac{-\bar{V}}{(1 + \sigma_V^2)^{1/2}}\right) \right]. \tag{4.23b}
\]

If the satisfaction is to be expressed in units of any given attribute, Eq. (4.23b) should be divided by the coefficient of such an attribute in the specification of \( V \).

Example. We repeat the calculations of the previous example, only this time the original probit formulation is not altered:

\[
\begin{align*}
V_1 &= 0, \\
V_2 &= 3 - 6A_T - 6R_T, \\
\Sigma_\xi &= 0.11.
\end{align*}
\]

We find \( \sigma^2 = 0.2 \) and in the same way as was done for logit:

\[
\bar{V} = [-3 + 6(0.25) + 6(0.33)]/\sqrt{0.2} = 1.12
\]

and

\[
\sigma_V^2 = 6^2(0.01/0.2) = 1.8.
\]

Equations (4.23) yield

\[
P_1(\theta) = 0.74, \quad P_2(\theta) = 1 - P_1(\theta) = 0.26,
\]

and

\[
S'(\theta) = S(\theta) = 0.12 \text{ (attractiveness units)} = 12 \times \frac{0.09}{0.8} = 1.2 \text{ min}.
\]

These values are close to the binary logit values because the two choice functions are similar; they also agree reasonably well with the three-partition results of the previous section (see Table 4.2):

\[
P_1(\theta) = (0.34 + 0.87 + 1.00)/3 = 0.74, \quad P_2(\theta) = 0.26,
\]

and

\[
S(\theta) = (0.29 + 0.03 + 0.00)/3 = 0.10 \text{ (attractiveness units)} = 1.0 \text{ min}.
\]

The difference in satisfaction is due to the few classes used in the classification method rather than to the inaccuracies of the shortcut method. The reader can verify that using the ten-subzone partition \( S(\theta) = 1.2 \). ❑

4.3.2 MNP Shortcut Method

We now present a prediction method (Boutheelier and Daganzo, 1979) that can be applied to MNP models in which some of the attributes are not normally distributed and/or do not enter the specification of \( V \) in a linear form.

Let us partition the attribute vector into two classes \( A' \) and \( A'' \), of which \( A' \) is the set of attributes that cannot be reasonably approximated by normal distributions and \( A'' \) is the set of attributes that for any given value of \( A'' \) can be jointly approximated by a MVN distribution. Without loss of generality we assume that the elements of \( A' \) are the first \( s' \) attributes of \( A \) and the elements of \( A'' \) the remaining \( s'' \) attributes (\( s = s' + s'' \)); thus \( A = (A', A'') \).
In the remainder of this discussion it is assumed that the covariance matrix \( \Sigma_t \) is independent of \( a' \) and that the specification of \( V \) is linear in \( a' \) for all values of \( a'' \), that is,

\[
V = a' [\theta(a'')],
\]

where \([\theta(a'')]\) is a, \( s' \times I \) matrix of known functions of \( a'' \).

When in a particular problem we partition \( A \), there may be some attributes that are normally distributed but must be included in \( A' \) to ensure that \( \Sigma_t \) is independent of \( a' \) and/or \( V \) is a linear function of \( a' \). When doing this in practice one must try to include as few attributes as possible in the \( A' \) vector for, as we are about to see, this will simplify matters a great deal.

We write \( \bar{A}(a'') \) for the conditional mean of \( A' \) given that \( A'' = a'' \) and \( \Sigma_t(a'') \) for the conditional covariance matrix. Thus, for a fixed value of \( A'' \), \( \bar{A}(a'') \) is MVN distributed:

\[
(A' | A'' = a'') \sim \text{MVN}(\bar{A}(a''), \Sigma_t(a''))
\]

and for a person sampled at random from the subgroup of the population having \( A'' = a'' \), the perceived attractiveness vector is also MVN distributed:

\[
(U | A'' = a'') \sim \text{MVN}(\bar{U}(a''), [\bar{U}(a'')][\sigma_t(a'')]+\Sigma_t(a', a'')
\]

This last property enables us to calculate \( P_i(\theta | A'' = a'') \) and \( S(\theta | A'' = a'') \) by evaluating the MNP function or satisfaction function with the approximation formulas, or any other method. The expressions are:

\[
P_i(\theta | A'' = a'') = p_i[\bar{C}(a''), \Sigma_t(a'')]
\]

and

\[
S(\theta | A'' = a'') = s[\bar{C}(a''), \Sigma_t(a'')]
\]

where we have abbreviated the mean and covariance of \( (U | A'' = a'') \) by \( \bar{U}(a'') \) and \( \Sigma_t(a'') \).

If \( s' \) is small it is not difficult to classify the population into a few classes with similar \( A'' \) to yield \( P_i(\theta) \) and \( S(\theta) \):

\[
P_i(\theta) \approx \sum_{k=1}^{K} P_i(\theta | A'' = a^{(k)}) \frac{n^{(k)}}{M},
\]

\[
S(\theta) \approx \sum_{k=1}^{K} S(\theta | A'' = a^{(k)}) \frac{n^{(k)}}{M}.
\]

The technique, thus, can be summarized as follows:

1. Partition \( A \), make sure that \( \Sigma_t \) does not depend on \( a' \), and write \( V \) as \( a'[\theta(a'')] \).

2. Partition the population into \( K \) classes according to \( a'' \) and calculate

\[
\bar{U}(a'') = \bar{A}(a'')[\theta(a'')] \]

and

\[
\Sigma_t(a'') = [\theta(a'')]^T \Sigma_t(a'')[\theta(a'')] + \Sigma_t(\theta, a'')
\]

for the different classes with \( a'' = a^{(k)} \).

3. Calculate \( P_i(\theta | A'' = a'') \) and \( S(\theta | A'' = a'') \) for each class with Eqs. (4.24a) and (4.24b), and enter in Eqs. (4.24c) and (4.24d) to obtain \( P_i(\theta) \) and \( S(\theta) \).

**Example** We now calculate \( P_i(\theta) \), \( P_2(\theta) \), and \( P_3(\theta) \) for the example in Section 4.2.1.

**Step 1** Since AO is an obviously nonnormal random variable it is included in \( A'' \); all other variables are included in \( A' \) and the partition is

\[
A' = (1, A_T, A_A, R_T, R_A),
\]

\[
A'' = (AO).
\]

With this definition,

\[
[\theta(a'')] = \begin{bmatrix}
0 & 3 & 3.5 + ao \\
0 & -6 & 0 \\
0 & 6 & 0 \\
0 & 0 & -6
\end{bmatrix}
\]

**Step 2** We need only two classes, one for \( AO = 0 \) and another for \( AO = -1000 \).

We now calculate \( \bar{A}(a'') \) and \( \Sigma_t(a'') \). Since in this example the populations of non-car owners and car owners are both uniformly distributed, the mean vector and variance–covariance matrix of the normally distributed attributes are independent of \( AO \).

Obviously, \( A_T \) and \( A_A \) are not independent since the sum of the distances from each and every household in the zone to the freeway access ramp and the transit station is \( 2L \) (see Fig. 4.1):

\[
S_T A_T + S_A A_A = 2L.
\]

The distance \( d \) between a random household and a corner of the zone is the sum of two uniformly distributed random variables, resulting in a triangular distribution with mean \( L \) and variance \( L^2/6 \). Then, for the

\[\text{In cases where the geometry of a zone is not so regular or where manual simulations yield answers readily, alternatively one can use graphical methods as suggested by Dugan (1976).}\]
numerical values chosen for this example we have
\[
A_T = \frac{1}{2}d, \quad E(A_T) = \frac{1}{2}, \quad \text{var}(A_T) = \frac{1}{8},
\]
\[
A_A = \frac{2}{d}, \quad E(A_A) = \frac{1}{4}, \quad \text{var}(A_A) = \frac{1}{16},
\]
and since \(A_T\) and \(A_A\) are linearly related,
\[
\text{cov}(A_T, A_A) = -\sqrt{\text{var}(A_T) \cdot \text{var}(A_A)} = -\frac{1}{\sqrt{8}}.
\]
We can now write
\[
\hat{\lambda}(a^*) = (1, 0.25, 0.025, 0.33, 0.5)
\]
and
\[
\Sigma_{\lambda}(a^*) = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & \frac{1}{8} & -\frac{1}{8} & 0 & 0 \\
0 & -\frac{1}{8} & \frac{1}{8} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{bmatrix},
\]
which with the known values of \(\hat{\lambda}(a^*)\) and \(\Sigma_{\lambda}(a^*)\) yields
\[
U(a^*) = 0, -0.5, 0.35 + ao
\]
and
\[
\Sigma_{\lambda}(a^*) = \begin{bmatrix}
0.1 & 0 & 0 \\
0 & 0.48 & -0.04 \\
0 & -0.04 & 0.04
\end{bmatrix}.
\]

**Step 3** As indicated by Eqs. (4.24a) and (4.24b), we now use the approximation method to calculate the market shares and the satisfaction when
\(A_O = 0\) and \(A_O = -1000\).

If \(A_O = 0\), then \(m/M = 0.7\), and
\[
P_1(\theta | A_O = 0) = 0.18, \quad P_2(\theta | A_O = 0) = 0.13, \quad P_3(\theta | A_O = 0) = 0.69,
\]
and
\[
S(\theta | A_O = 0) = 0.44.
\]

If \(A_O = -1000\), then \(m/M = 0.3\), and the results coincide with the binary probit example in the previous subsection, namely,
\[
P_1(\theta | A_O = -1000) = 0.74, \quad P_2(\theta | A_O = -1000) = 0.26,
\]
\[
P_3(\theta | A_O = -1000) = 0.00,
\]
and
\[
S(\theta | A_O = -1000) = 0.12.
\]

Equations (4.24c) and (4.24d) yield
\[
P_1(\theta) = 0.35, \quad P_2(\theta) = 0.17, \quad P_3(\theta) = 0.48
\]
and
\[
S(\theta) = 0.34 \text{ (attractiveness units) } = 3.4 \text{ min.}
\]

Note how well the probabilities coincide with those resulting from the 10-partition (20-class) method in Fig. 4.3. This seems to indicate that approximating some nonnormal random variables by normal variables is a reasonable thing to do as long as the variables that are being approximated are reasonably well-behaved (unimodal and smooth).

The technique can also be applied to calculate the elasticity of demand, since by Eq. (4.9)
\[
e_{ao}^D = \frac{a_o}{y_i} \frac{\partial y_i(a_o)}{\partial a_o} = ME\left[ \frac{\partial \theta(\theta, A)}{\partial A_o} \right]_{y_i} y_i
\]
\[
= ME\left[ \frac{\partial P(\theta, A)}{\partial A_o} \right]_{y_i} y_i
\]
which for linear specifications can be written
\[
e_{ao}^D = M \frac{y_i}{a_o} E_P\left[ V(\theta, A) \right]_{a_o}
\]
where \(\left[ \theta \right]_P\) is a column vector containing the coefficients of \(A_o\) in \(V(\theta, A)\).

\(E_P\left[ V(\theta, A) \right]\) can be calculated with the shortcut method in the same way as \(P(\theta)\) or \(S(\theta)\); the only difference is Step 3. Alternatively, one can calculate \(P_1(\theta)\) again for a different value of \(a_o\) \((a_o = a_o + \Delta a_o)\) and set
\[
e_{ao}^D \approx \frac{y_i(a_o + \Delta a_o) - y_i(a_o)}{\Delta a_o}
\]
Both methods of calculation require a similar amount of effort.

The derivates of \(S(\theta)\) are directly obtained from the usage of each of the alternatives

**4.4 Prediction of Equilibrium**

It is common in many applications of demand analysis to find that some of the attributes that influence the usage of an alternative depend on the number of individuals that select the alternative. In the transportation field, for instance, as the number of people that use an alternative increases, congestion appears and the attractiveness of the alternative decreases with
the level-of-service attributes that are affected by congestion. The example considered in the previous section could exhibit this phenomenon if the travel time on the freeway, say, depended heavily on its use. In that case \( R_y \) would increase with \( y \) according to a function \( R_y(y) \), its value would not be known a priori, and the prediction methods explained in the previous section could not be carried out. In other applications involving consumer purchasing behavior the price of an item (alternative) will normally enter with a minus sign in its attractiveness; but if we are studying the demand of such a large group of people that the amount of purchases affect the market price of the items, the prices will not be known a priori and prediction cannot take place. Because of this economic interpretation we will call the variable attributes "prices" and will denote them by \( \pi \). In this section we show how to find a set of prices that are consistent with demand. We will assume that each alternative has at most one price \( \pi_i \) associated with it, that the price enters the specification of the measured attractiveness with a negative coefficient, but that it does not enter \( \Sigma_i \). The set of alternatives that have prices will be denoted by \( \mathcal{I} \). By selecting the right units of measurement for each price \( \pi_i \), we can also ensure without loss of generality that its coefficient is \(-1\). Thus, the specification we consider is

\[
U_i = V_i(\theta, a) - \pi_i + \xi_i \quad \text{if alternative } i \text{ has a price } (i \in \mathcal{I}),
\]

\[
U_i = V_i(\theta, a) + \xi_i \quad \text{if alternative } i \text{ does not have a price } (i \notin \mathcal{I}),
\]

\[i.e., \pi_i = 0.\]

where \( \Sigma_i \) is positive definite and independent of \( \pi \); note that the measured-attractiveness functions have been redefined, for the purposes of this section only, to exclude the price vector. They are assumed to take finite values for the range of \( a \). Note that since \( \pi_i \) is independent of \( a \) the prices must be the same for the whole population.

Before a prediction can take place, we must find the equilibrium price vector \( \pi^* \):

\[
\pi_i^* = \tilde{\pi}_i(\gamma_i) \quad \text{if } i \in \mathcal{I},
\]

\[
y_i(\pi^*) = M P_i(\theta, \pi^*),
\]

where \( y_i(\pi^*) \) is the demand function, i.e., the function relating usage to the price vector, and \( P_i(\theta, \pi^*) \) represents the probability that a user selected at random from the population chooses alternative \( i \) when the prices are \( \pi^* \). The equilibrium prices generate a demand which results in the original prices and thus "clears the market." Equations (4.26) will henceforth be called the equilibrium equations.

Before stating in the form of a theorem a result that will help us solve Eqs. (4.26), we prove the following preliminary results:

**Lemma 4.1** The function relating the satisfaction to the measured attractiveness vector, \( s(V) \), of any random utility model is a convex function of \( V \).

**Proof** Since \( s(V) = E_\xi[\max_i(V_i + \xi_i)] \), we can write

\[
s(V) = \int_{-\infty}^{\infty} \max_i \{V_i + x_i\} F_i(x) dx,
\]

where \( F_i(x) \) represents the mass--density function of \( \xi \). Since the expression \( \max_i \{V_i + x_i\} \) is convex in \( V_i \) for any value of \( x_i \), and \( F_i(x) \) is always non-negative, \( s(V) \) is a convex combination (a linear combination with nonnegative coefficients) of convex functions which is also convex. (See also paragraph 4.2 in Appendix D.)

**Corollary 4.1** For a heterogeneous group of individuals and under the circumstances stipulated at the onset of this section, the average satisfaction \( S(\theta, \pi) \) is a convex function of \( \pi \).

**Proof** 

\[
S(\theta, \pi) = E_{\lambda,n}[\max_i \{V_i(\theta, A) - \pi_i + \xi_i\}]
\]

and since \( \max_i \{V_i(\theta, A) - \pi_i + \xi_i\} \) is convex in \( \pi_i \) the same argument of the lemma shows that \( S(\theta, \pi) \) is convex.

We now assume that the price functions are monotonically increasing continuous functions of \( \gamma \) such that \( \gamma_i(0) \) is finite and equal to \( \pi_{i,\min} \) and \( \gamma_i(\infty) = \infty \). Furthermore, if we denote by \( \gamma_i^{-1}(\cdot) \) the (also continuous and increasing) inverse price functions (see Fig. 4.5), and we let \( \pi_{\min} \) be the vector of minimum values \( \pi_{i,\min} \), we can prove the following lemma.

**Lemma 4.2** The gradient of the function

\[
H(\pi) = MS(\theta, \pi) + \sum_{i \in \mathcal{I}} \int_{\pi_{i,\min}}^{\pi_{i,\max}} \pi_i^{-1}(w) dw, \quad \pi \geq \pi_{\min}
\]

vanishes at a point \( \pi > \pi_{\min} \) where \( H(\pi) \) reaches a global minimum.

**Proof** The logic of the proof is as follows. We first establish the existence of values of \( \pi_i, \pi_{\max} \) \( \forall i \in \mathcal{I} \), that yield \( H(\pi) > H(\pi_{\min}) \) for all \( \pi \geq \pi_{\min} \) and whenever \( \pi_i > \pi_{\max} \) for some \( i \in \mathcal{I} \). This enables us to restrict the search for the global optimum to the set \( \Pi = \{ \pi : \pi_{\min} \leq \pi \leq \pi_{\max} \} \). Next, we show that the minimum of \( H(\pi) \) in \( \Pi \) is reached in the interior of \( \Pi \) and that consequently the gradient of \( H(\pi) \) vanishes there. With this, the proof will be completed. The details follow.

Since \( S(\theta, \pi) \) is given by \( E_\xi[\max_i \{V_i(\theta, A) - \pi_i\}] \) and the maximum function is convex, Jensen's inequality (see Fefer (1971, Vol. II), for example)
ensures that
\[ S(\theta, \pi) \geq \max_i \{ E_A[V_i(\theta, A)] - \pi_i \} = \max_i \{ V_i(\theta) - \pi_i \}. \]

Furthermore, since
\[ \max_i [V_i(\theta) - \pi_i] \geq \max_i [V_i(\theta)] - \max_i (\pi_i), \]
we can write
\[ H(\pi) \geq M \left( \max_i [V_i(\theta)] - \max_i (\pi_i) \right) + M \sum_i \pi_i \]
\[ + \sum_{i \in S} \int_{n_{i,\min}}^{n_i} \pi_i^{-1}(w) \, dw - \pi_i M, \quad \pi \geq \pi_{\min}, \]
and since \((\sum_i \pi_i) - \max_i (\pi_i)\), which is the sum of the \(I - 1\) smallest \(\pi_i\)s, is larger than the sum of the \(I - 1\) smallest \(\pi_i\)s, we can write
\[ H(\pi) \geq M \left( \max_i [V_i(\theta)] + \left( \sum_{i \in S} \pi_{i,\min} \right) - \max_i (\pi_{i,\min}) \right) \]
\[ + \sum_{i \in S} \int_{n_{i,\min}}^{n_i} \pi_i^{-1}(w) \, dw - M \pi_i, \quad \pi \geq \pi_{\min} \]
or
\[ H(\pi) \geq k + \sum_{i \in S} H_i(\pi), \quad \pi \geq \pi_{\min}, \]
where \(k\) is fixed (not a function of \(\pi\)) and
\[ H_i(\pi_i) = \int_{n_{i,\min}}^{n_i} \pi_i^{-1}(w) \, dw - \pi_i M, \quad \pi_i \geq \pi_{i,\min}, \]
since the function \(H_i(\pi_i)\) has a continuous derivative increasing from \(-M\) to \(\infty\), it has a finite absolute minimum \(\bar{H}_i\) at a finite value of \(\pi_i\). Thus, we can write
\[ H(\pi) \geq k + \sum_{i \in S} \bar{H}_i + \sum_{i \in S} \left[ H_i(\pi_i) - \bar{H}_i \right], \quad \pi \geq \pi_{\min}, \]
or since the quantities in brackets are nonnegative,
\[ H(\pi) \geq k + \sum_{i \in S} \bar{H}_i + \left[ H_i(\pi_i) - \bar{H}_i \right], \]
for any \(i \in S\), and \(\pi \geq \pi_{\min}\),
where the right-hand side is a lower bound on \(H(\pi)\) for \(\pi \geq \pi_{\max}\) that depends only on \(\pi_i\).
Since \( \lim_{r \to -\infty} H(\pi_r) = \infty \), the lower bound can be made as large as desired by increasing \( \pi_r \), and it is possible to find a value of \( \pi_l, \pi_{i,\max} \), for which the lower bound will exceed \( H(\pi_{\min}) \).

Therefore, if \( \pi \geq \pi_{\min} \), and \( \pi_l \geq \pi_{i,\max} \), \( H(\pi) > H(\pi_{\min}) \).

We can thus restrict our search for the global minimum of \( H(\pi) \) to the compact set \( \Pi = \{ \pi : \pi_{\min} \leq \pi \leq \pi_{\max} \} \). Since \( H(\pi) \) is continuous in \( \Pi \) the minimum exists. This completes the first part of the proof.

We now show that the minimum belongs to the interior of \( \Pi \) and that consequently \( \nabla_x H(\pi) = 0 \) at the minimum.

Taking derivatives in Eq. (4.27) and using Eq. (4.10) we have

\[
\frac{\partial H(\pi)}{\partial \pi_i} = -y_i(\pi) + \pi_i^{-1}(\pi_i), \quad i \in J_x.
\]

Since for MNP and MNL models the choice probability cannot be equal to zero for a finite \( V \) [see the discussion on Condition (c) in Section 3.2.1], \( y_i(\pi) \) is always positive. Furthermore, since \( \pi_i^{-1}(\pi_{i,\min}) = 0 \),

\[
\frac{\partial H(\pi)}{\partial \pi_i} < 0 \quad \text{if} \quad \pi_i = \pi_{i,\min},
\]

and \( H(\pi) \) can always be decreased if one of the components of \( \pi \) equals its minimum value by increasing that component a small amount. Consequently, the minimum of \( H(\pi) \) is reached at a point strictly larger than \( \pi_{\min} \). As a matter of fact, such a point must belong to the interior of \( \Pi \) because if one of its components equaled \( \pi_{i,\max} \), \( H(\pi) > H(\pi_{\min}) \) and the point could not be the minimum. The proof is now complete. ■

We can now prove the following:

**Theorem 4.2** Under the conditions of Lemma 4.2, the unique minimum of \( H(\pi) \) is also the unique equilibrium price vector \( \pi^* \).

**Proof** We first show that \( H(\pi) \) is strictly convex for \( \pi \geq \pi_{\min} \). Since \( \pi_i^{-1}(w) \) is increasing,

\[
\int_{\pi_{i,\min}}^{\pi_i} \pi_i^{-1}(w) \, dw
\]

is a strictly convex function of \( \pi_i \) for \( \pi_i \geq \pi_{i,\min} \), and

\[
\sum_{i \in J_x} \int_{\pi_{i,\min}}^{\pi_i} \pi_i^{-1}(w) \, dw
\]

is a strictly convex function of \( \pi \) for \( \pi \geq \pi_{\min} \). This ensures that \( H(\pi) \) is strictly convex in the convex set \( \Pi \) defined by \( \pi \geq \pi_{\min} \) because, as shown in Corollary 4.1, \( S(\theta, \pi) \) is convex.

The problem

\[
\min_{\pi \in \Pi} H(\pi)
\]

is thus a convex programming problem with a strictly convex objective function which can only have one local–global minimum [see Avriel (1976) for example]. By Lemma 4.2 such a minimum exists and is reached in the interior of \( \Pi \). Since such a minimum is unique, it is also the only point of \( \Pi \) where the gradient of \( H(\pi) \) vanishes.

The proof can, now, be completed because the equilibrium equations

\[
y_i(\pi^*) = \pi_i^{-1}(\pi^*_i), \quad i \in J_x.
\]

can be rewritten as \( \nabla_x H(\pi^*) = 0 \) [note that \( \frac{\partial H(\pi)}{\partial \pi_i} = -y_i(\pi) + \pi_i^{-1}(\pi_i) \)], and since \( \nabla_x H(\pi) \) vanishes exactly once in \( \Pi \), \( \pi^* \) is unique and coincides with the unique minimum of \( H(\pi) \).

The minimum of Eq. (4.27) can be easily found by mathematical programming techniques. The variable metric algorithm described in Section 2.4.1 is particularly useful because \( \nabla_x H(\pi) \) is readily available,

\[
\frac{\partial H(\pi)}{\partial \pi_i} = \pi_i^{-1}(\pi) - y_i(\pi)
\]

(it requires calculation of the usage for the given \( \pi \)), and \( H(\pi) \) only needs calculation of \( S(\theta, \pi) \). The Newton–Raphson method can also be used if the derivatives of \( y_i(\pi) \) are easily calculated. For most problems these methods converge after four or five iterations.

Assuming that \( S(\theta, \pi) \) has to be calculated five or six times at each iteration and letting one effort unit equal the work needed to do a prediction of the choice probability vector, \( P(\theta, \pi) \), the total work involves about 25 calculations of \( S \) and five calculations of \( P \), or \( 5 + 25/I \) effort units. Thus, calculating the equilibrium prices is approximately 10 times more time consuming than predicting when the prices are known. Although this may seem difficult when done by hand, it is a trivial calculation when done by computer with the shortcut prediction method.

The following is a simplified version of the example in the previous section.

**Example** Assume that all the people of the zone in Fig. 4.1 own automobiles, \( AO = 0 \), and that the travel time on the freeway increases with the number of users from the zone that travels to downtown, \( y_3 \), according to

\[
R_A = 0.5 + \frac{y_3}{6000} \text{ hr.}
\]
Similarly, the transit travel time follows a similar relationship with the transit usage \( y_2 \):

\[
R_T = 0.333 + y_2/12000 \text{ hr.}
\]

We first rewrite the specification of the model as in Eq. (4.25):

\[
\begin{align*}
U_1 &= \xi_1, \\
U_2 &= 3 - 6A_T - \pi_2 + \xi_2, \\
U_3 &= 3.5 - 6A_A - \pi_3 + \xi_3,
\end{align*}
\]

with \( \Sigma_{\xi} = 0.1I \). Of course \( \pi_2 = 6R_T \) and \( \pi_3 = 6R_A \), which yield the price functions

\[
\begin{align*}
\pi_2 &= 2 + y_2/2000 \\
\pi_3 &= 3 + y_3/1000.
\end{align*}
\]

These correspond to the integrals

\[
\begin{align*}
\int_{y_2, \text{min}}^{y_2} \pi_2^{-1}(w) \, dw &= \int_{2}^{y_2} (w - 2)2000 \, dw = 1000(\pi_2 - 2)^2, \\
\int_{y_3, \text{min}}^{y_3} \pi_3^{-1}(w) \, dw &= \int_{3}^{y_3} (w - 3)1000 \, dw = 500(\pi_3 - 3)^2.
\end{align*}
\]

The shortcut aggregation procedure yields for a random choice maker (see step 2 of the example in Section 4.3.2)

\( U = (0, 1.5 - \pi_2, 3.35 - \pi_3) \)

and

\[
\Sigma_U = \begin{bmatrix}
0.1 & 0 & 0 \\
0 & 0.48 & -0.04 \\
0 & -0.04 & 0.104
\end{bmatrix}.
\]

\( \Sigma(\theta, \pi) \) is obtained by finding the mean of the maximum of the three components of a vector-valued random variable \( U \) having the above mean vector and covariance matrix. With this, the preliminary calculations have been completed, and we may start the search process. The variable metric algorithm described in Section 2.4.1 will be used.

We start the search process at \( \pi = (2, 3) = \pi_{\text{min}} \) by calculating the derivatives and value of \( H(\pi) \) at \( \pi = (2, 3) \).

Since \( U = (0, -0.5, 0.35) \) coincides with the value for the car owners of the example in Section 4.3.2, no new calculations have to be performed.

The results are

\[
MS(\theta, \pi_{\text{min}}) = 10,000 \times 0.44 = 4400,
\]

\[
y_1 = 10,000 \times 0.18 = 1800, \quad y_2 = 10,000 \times 0.13 = 1300,
\]

and

\[
y_3 = 10,000 \times 0.69 = 6900.
\]

This yields

\[
\begin{align*}
H(\pi_{\text{min}}) &= 4400 + 0 + 0 = 4400, \\
\frac{\partial H(\pi)}{\partial \pi_2} |_{\pi_2 = 2} &= -y_2 + \pi_2^{-1}(2) = -1300, \\
\frac{\partial H(\pi)}{\partial \pi_3} |_{\pi_3 = 3} &= -y_3 + \pi_3^{-1}(3) = -6900.
\end{align*}
\]

Since the function is to be minimized, the direction of search is given by \( -\nabla H(\pi) = (1300, 6900) \). As required by the variable metric algorithm, the approximate inverse Hessian of \( H(\pi) \) is initially set equal to an arbitrary positive definite matrix \( H_0 \), which we chose to be the identity matrix \( I \). We then find the point along the search direction that maximizes \( H(\pi) \), i.e., find the scalar \( \eta^* \) that maximizes \( H(\pi(\eta)) \), where \( \pi(\eta) = (2, 3) + \eta(1300, 6900) \).

Since for \( \eta = 0, H = 4400 \); for \( \eta = 10^{-4}, H = 1518 \); and for \( \eta = 3 \times 10^{-4}, H = 2688 \), we know that

\[
0 \leq \eta^* \leq 3 \times 10^{-4}.
\]

After some iterations of the golden section method, which can easily be carried out on a programmable pocket calculator if \( H(\pi) \) is programmed into it, we find that

\[
\eta^* = 1.42 \times 10^{-4} \quad \text{and} \quad H(\pi(\eta^*)) = 1323.2.
\]

Thus the result at the end of the first iteration is \( \pi_1 = (2.18, 3.98) \). The gradient at this point can be calculated numerically; it is

\[
\nabla H(\pi)|_{\pi = (2.18, 3.98)} = (-1340, 267).
\]

The revised inverse Hessian is given by the DFP updating formula [Eq. (2.32b)] which yields

\[
H_1 = \begin{bmatrix}
1 & 0.0056 \\
0.0056 & 0.000168
\end{bmatrix}.
\]
and the new search direction is

\[-VH(\pi) \begin{bmatrix} 1 \\ 0.0056 \\ 0.000168 \end{bmatrix} = (1340, 8).\]

The process is repeated a few more times by finding new values of \( n^*, \pi \), and a search direction before convergence is achieved. The convergence pattern is displayed in Fig. 4.6. The optimum is \( H^* = 1144 \) and the equilibrium prices are \( \pi^*_1 \approx 2.45 \) and \( \pi^*_2 \approx 3.93 \).

The approximate value of \( V^2H(\pi^*) \) is

\[
\begin{bmatrix}
4000 & -90 \\
-90 & 3600
\end{bmatrix}
\]

The usage of the three alternatives at equilibrium is

\( y^* = (8170, 900, 930) \)

and the satisfaction at equilibrium is \( S^*(\theta) = 0.0509 \) attractiveness units (or 0.5 min/individual). The great reduction in travel and satisfaction is due to the choice makers' aversion to congestion in this particular model (as was mentioned earlier, the example is not realistic but was chosen because it illustrates the mechanics of prediction rather well).

The elasticity of \( y_2 \) and \( y_3 \) with respect to the equilibrium prices can be obtained from \( V^2H(\pi^*) \) since

\[
\frac{\partial^2 H(\pi^*)}{\partial \pi_i \partial \pi_j} = - \frac{\partial y_i}{\partial \pi_j} + \delta_{ij} \pi_j^{-1} (\pi_i^*)^j, \quad i, j \in \mathcal{I},
\]

where \( \delta_{ij} \) is Kronecker's delta (\( \delta_{ij} = 1 \) if \( i = j \), and 0 otherwise). Thus

\[
e_i \frac{\partial y_i}{\partial \pi_j} = \left[ - \frac{\partial^2 H(\pi^*)}{\partial \pi_i \partial \pi_j} + \delta_{ij} y_j^* \right] \frac{\pi_j^*}{y_j^*}.
\]

For our example we might be interested in encouraging transit usage \( y_2 \); the corresponding elasticities are \(-8.4\) with respect to the travel time by transit and \(-0.4\) with respect to freeway travel time.

### 4.5 Calibration Revisited

The shortcut prediction method can also be used advantageously for two important calibration problems, which are discussed below.

#### 4.5.1 Calibration with Grouped Data

If, as often is the case, instead of disaggregate data, one has data on groups of individuals, including

1. the number of people in a group, \( n_j \),
2. the number of people selecting each alternative, \( n_{ij} \), and
3. the distribution of the attribute vector across the group, \( F_j(\alpha) \),

the maximum likelihood process described in Chapter 2 cannot be applied because we do not know which individuals of the group selected what alternatives. Thus, the maximum-likelihood equation must be modified to use the available information. The discussion that follows is based on Bouthelier and Daganzo (1979).

We can visualize \( n_{ij} \) as an outcome of a random variable \( N_{ij} \), which is determined by randomly selecting a group of \( n_j \) people from a population of individuals with distribution of the attribute vector \( F_j(\alpha) \), and observing the number that choose alternative \( i \). The likelihood equation is then

\( L(\theta) = \Pr[N_{ij} = n_{ij}; \alpha_i, j | \theta] \).
Assuming that individuals act independently, and that \( n_j \) is small compared with the population size, we see that for a given group \( j \), \( N_{ij} \) is a multinomial random variable and

\[
L(\theta) = \prod_{j=1}^{J} \left\{ \frac{n_j!}{\prod_{i=1}^{I} n_{ij}!} \prod_{i=1}^{I} \left[ P_{ij}(\theta) \right]^{n_{ij}} \right\},
\]

where \( P_{ij}(\theta) \) represents the probability that an individual sampled at random from a group with attribute vector distribution \( F_j(a) \) chooses alternative \( i \), and \( J \) is the number of groups.

The log-likelihood function (except for an additive constant) is

\[
\log L(\theta) = \sum_{j=1}^{J} \sum_{i=1}^{I} n_{ij} \log P_{ij}(\theta).
\]

The shortcut method can be used to evaluate \( P_{ij}(\theta) \):

\[
P_{ij}(\theta) = \sum_{k=1}^{K} P_{ij}(\theta) | A^k = a^{(k)} \frac{m^{(k)}}{n_j},
\]

where \( m^{(k)} \) is the number of individuals in class \( k \) of group \( j \) and for notational simplicity we have assumed that the same nonnormal attribute vector and the same classes are used for all the groups. In this last expression \( P_{ij}(\theta) | A^k = a^{(k)} \) is a MNP function that can be calculated as explained in Chapter 2.

The log-likelihood equation is

\[
\log L(\theta) = \sum_{i=1}^{I} \sum_{j=1}^{J} n_{ij} \log \left[ \sum_{k=1}^{K} P_{ij}(\theta) | A^k = a^{(k)} m^{(k)}/n_j \right].
\]

which requires \( I \times J \times K \) evaluations of a MNP function. The computational requirements are given by the expression of Section 2.4.2 with \( N \) replaced by \( I \times J \times K \).

If all the variables can be considered normal, Eq. (4.30) simplifies because \( P_{ij}(\theta) \) is a MNP choice function, and one can set \( K = 1 \) and \( m^{(k)} = n_j \). The measured-attractiveness vector and covariance matrix are given by

\[
\bar{\mathbf{U}}(\theta, j) = \bar{\lambda}_j' \theta
\]

and

\[
\Sigma_{\theta}(\theta, j) = \Sigma_{\theta}(\theta) + \left[ \bar{\lambda}_j \right] \Sigma_{\bar{\lambda}} \left[ \bar{\lambda}_j \right]',
\]

where \( \bar{\lambda}_j \) and \( \Sigma_{\bar{\lambda}} \) characterize the distribution of \( \lambda \) in group \( j \).

Since \( P_{ij}(\theta) \) is a MNP function, Eq. (4.30) has the form of the pseudo-log-likelihood function of a choice-based sample [Eq. (2.7b)], which can be calibrated with a standard code and the specification in Eqs. (4.31).

As an example of estimation, we use the example introduced in Section 4.2.1. We have only one zone, one nonnormal variable, and three alternatives. Let us assume that the specification of the model is

\[
\begin{align*}
U_1 &= \xi_1, \\
U_2 &= 3 - \theta A_T - \theta R_T + \xi_2, \\
U_3 &= 3.5 - \theta A_A - \theta R_A + A_0 + \xi_3.
\end{align*}
\]

We use only one unknown parameter, so the computations can easily be verified by hand.

The data consist of 3487 no trips, 1672 transit trips, and 4841 auto trips. Since these data coincide with the predictions in Section 4.3.2, the maximum-likelihood estimate \( \theta \) should be equal to six.

The calculations proceed as follows. Equations (4.31) yield

\[
\mathbf{V}(\theta, 1) = (0, 3 - 0.5830, 3.5 - 0.5250)
\]

and

\[
\Sigma(\theta, 1) = \frac{1}{9600} \begin{bmatrix}
960 & 0 & 0 \\
0 & 960 + 1000^2 & -100^2 \\
0 & -100^2 & 960 + 0^2
\end{bmatrix}.
\]

This enables us to calculate \( P_1(\theta) | AO \) for \( i = 1, 2, \) and 3, for \( AO = 0 \) and \(-1000 \), and for different values of \( \theta \). Since \( m^{(1)}/n_1 = 0.7 \) and \( m^{(2)}/n_1 = 0.3 \), Eq. (4.30) yields

\[
\begin{align*}
\log L(\theta) &= 3487 \log[0.7 P_1(\theta) | AO = 0] + 0.3 P_3(\theta) | AO = -1000] \\
&+ 1672 \log[0.7 P_2(\theta) | AO = 0] + 0.3 P_3(\theta) | AO = -1000] \\
&+ 4841 \log[0.7 P_3(\theta) | AO = 0] + 0.3 P_3(\theta) | AO = -1000].
\end{align*}
\]

As expected, \( \log L(\theta) \) is maximized for \( \theta = 6 \), and

\[
\log L(\theta) = -8278.07.
\]

The reader can check that for \( \theta = 6 \), \( \log L(\theta) = -10868.97 \), for \( \theta = 7 \), \( \log L(\theta) = -9728.41 \), and that indeed \( \theta = 6 \).

The statistical analysis of Chapter 3 can also be applied here since under similar regularity conditions it can be shown that the estimator \( \tilde{\theta} \) is asymptotically efficient and normal, and that properties (1)–(5) in Section 3.2.1 apply. It must be remembered however that because the variability of \( \bar{\lambda}_j \) and \( \Sigma_{\bar{\lambda}} \) across the data is usually much smaller in Eqs. (4.31) than the variability of \( \lambda \) with disaggregate data, it may be a problem to ensure that \( \theta \) is estimable and/or that the sample size (i.e., number of groups) for which the asymptotic approximations become valid is large enough. As a matter of fact, unless the variability of \( \bar{\lambda}_j \) and \( \Sigma_{\bar{\lambda}} \) is large, the role of calibrating disaggregate models with aggregate data must be restricted to complementing the information extracted from disaggregate data sources; this can be done...
with the model-updating technique of Section 3.3. For this application, estimability problems disappear since the combined estimator is no worse than the original one.

4.5.2 Calibration with Choice-Based Samples

The likelihood equation of a choice-based sample for a MNP model requires that \( P_s(\theta) \) be calculated once for each alternative [see Eq. (2.7c)] in addition to the calculation of exactly \( N \) choice functions. If the number of classes \( K \) into which the population must be partitioned for prediction is small (as happens with the binary logit model and all MNP models with specifications that are linear in the parameters when the shortcut method is used), the computational effort that goes into calculating the second terms of Eq. (2.7c) is negligible, and as long as the distribution of \( A \) is known calibration by maximum likelihood of a model with a choice-based sample is just as fast as for a random sample.

4.6 Summary

The mechanical aspects of predicting with disaggregate demand models are explored in this chapter; the main issue is how to translate a figure of merit characterizing homogeneous groups of individuals into an aggregate figure of merit for heterogeneous groups. In Section 4.1 two common figures of merit and their elasticities are discussed; the first one is the choice probability function and the second one a measure of the benefits that accrue to the population from the existence of the choice set (Williams, 1977, Sheffi and Daganzo, 1978a, Ben-Akiva and Lerman, 1978); this measure is called the satisfaction. The discussion in that section centers about ways of calculating these figures of merit and their elasticities; and, in the case of the satisfaction, also about ensuring that it is uniquely defined.

General prediction techniques are explored in Section 4.2. The reader can find additional general discussions regarding the mechanics of prediction in Koppelman (1974), which gives one of the first presentations of the problem, Koppelman (1976a), which contains a taxonomy of the available prediction methods at the time, and Reid (1978). The classification by \( V \) and \( \Sigma_e \) is discussed for the logit model by Reid (1978).

Section 4.3 discusses shortcut prediction techniques and is based on the work of Westin (1974), McFadden and Reid (1975), and Bouthelier and Daganzo (1979). The techniques discussed are based on the linearity of the measured-attractiveness functions on the attributes, and on a MVN approximation to the distribution of \( A \). Of historical interest mainly is a forerunner of these methods (Talvitie, 1973) which was based on the linearization of the choice function itself.

The next two sections are extensions of the prediction techniques to the computation of economic equilibrium (Section 4.4) and to some calibration problems (Section 4.5).

Section 4.4 considers exclusively equilibrium problems in which the price of an alternative depends only on the usage of the corresponding alternative. Although this paradigm suffices for many economics applications, there may be cases where the price of an alternative depends on the usage of several alternatives. This happens in transportation network studies where one often has a system of streets connecting the points of a study zone and the usage of the major street network (the traffic flows) can be visualized as the aggregation of the decisions of the people in the study area regarding whether or not to travel and what route to take. The alternatives of this problem are the routes, and the prices the travel time on each route. However, when routes overlap, the price of a route is affected by the usages of all the routes that overlap with it and Theorem 4.2 does not apply. In such a case it may be possible to use standard fixed-point algorithms, as Hasan and Talvitie (1977) and McFadden et al. (1977) did with Scarf's algorithm (Scarfe, 1973), but problems still persist because the number of routes in a study zone is usually so large that the algorithms are not capable of handling them. An approach that shows a good deal of promise because it can handle the large problems that arise in the transportation field has been investigated by Sheffi (1978a); it is based on a traffic assignment algorithm developed by Daganzo (1977a,b).

Section 4.5 discusses ways to calibrate MNP models by the maximum-likelihood method when one has observations for groups of individuals (this part is based on the paper by Bouthelier and Daganzo, 1979) and when one has a choice-based data set.
Chapter 5  The Statistical Interpretation of Predictions

In most demand-forecasting applications, the parameter estimate, output of the calibration process, is entered in the choice and satisfaction functions to investigate how these figures of merit vary across both homogeneous and heterogeneous groups of individuals. However, if the parameter estimate \( \hat{\theta} \) is not close to the true parameter value, \( \theta_0 \), the calculated figures of merit will not be close to their true values and the result of such analyses will not be meaningful. The question we investigate in this chapter is how inaccuracies in the estimation of \( \theta_0 \) affect the values of the forecasted figures of merit for both homogeneous and heterogeneous groups of people. To do this we shall use some of the results of Chapter 3 since they give an idea of the likely magnitude of the difference between \( \hat{\theta} \) and \( \theta_0 \).

Since within a random utility framework most of the relevant information concerning a choice situation and any one given individual is contained in the vector of perceived attractiveness, relevant figures of merit for individuals can usually be represented as functions of the perceived attractiveness vector \( \tau(U) \). This will be the only kind of figure of merit considered in this chapter. Throughout this chapter, we shall also distinguish between the average value of a figure of merit across a very large homogeneous group of individuals (in agreement with the terminology introduced in Chapter 4, we will call this average a figure of merit) and the actual value of the figure of merit for a given individual, which we shall call an individual figure of merit. Note that, depending on the type of function selected, the value of an individual figure of merit may or may not be observable; for instance, the chosen alternative is an observable figure of merit but the actual satisfaction of an individual, \( \alpha(U) = \max_i \{ U_i \} \), is not.

A figure of merit corresponding to an individual figure of merit can always be expressed as a function of \( \theta \) and \( a \), \( T(\theta, a) \), since the distribution of \( U \) across the members of a homogeneous population group depends on \( \theta \) and \( a \). Consequently, figures of merit can always be predicted, whether or not the corresponding individual figure of merit is observable. In mathematical terms, the relationship between \( \tau(U) \) and \( T(\theta, a) \) is

\[
T(\theta, a) = E_0[\tau(U)|\theta, a].
\]

For example, if the individual figure of merit is \( \max_i(U_i) \), the corresponding figure of merit is \( S(\theta, a) \) (this was the definition of the satisfaction function introduced in Chapter 4), and if the individual figure of merit is

\[
\tau(U) = \begin{cases} 1 & \text{if } U_i > U_j \quad \forall j \neq i, \\ 0 & \text{otherwise}, \end{cases}
\]

it is not difficult to show that the figure of merit is \( P(\theta, a) \).

Sections 5.1 and 5.2 in this chapter discuss the accuracy of predicting figures of merit when the true value of \( \theta \) is uncertain, and Section 5.3 extends the results to small groups of individuals. Section 5.4 briefly explores how to ascertain adequate sample size for the calibration process and how to translate the uncertainty in the forecasted distribution of the attribute vector into uncertainty of the predictions.

5.1 Confidence Intervals on the Mean: Binary Models

Since the parameter estimate \( \hat{\theta} \) can be regarded as an outcome of a random variable \( \Theta \) that takes different values each time the sampling–calibration process is repeated, one can regard a figure of merit \( T(\hat{\Theta}, a) \), and its mean \( T(\Theta) \) across a heterogeneous group of individuals as random variables that take different values each time the sampling–calibration process is repeated. As discussed in Chapter 3, since for sufficiently large samples, \( \Theta \) is MVN distributed with mean \( \theta_0 \) (the true parameter value) and a covariance matrix \( \Sigma_0 \) that is approximately given by \( -[\nabla^2 \log L(\theta)]^{-1} \), one can obtain the distribution of \( T(\hat{\Theta}, a) \) and \( T(\Theta) \) with statistical change of variable techniques. From that, confidence intervals for \( T(\theta_0, a) \) and \( T(\theta) \) can be developed.

5.1.1 Exact Results for Homogeneous Populations

Let us consider binary probit models whose choice functions can be expressed as

\[
\begin{align}
    p_1 &= \Phi(\theta_0 a^T), \\
    p_2 &= \Phi(-\theta_0 a^T),
\end{align}
\]
that is, models in which the probit of the choice probabilities $\Phi^{-1}(p)$ are linear functions of $\theta$. For notational simplicity let us represent throughout this section $\Phi(\theta a^T)$ by $\tilde{p}$, and $\Phi(\theta a^T)$ by $p_1$.

Our objective is to develop a confidence interval for $p_1$. We start by finding a function of $p_1$ and the data ($\hat{\theta}$ and $a$) whose distribution is known. Such a function, called a pivotal quantity, will enable us to obtain confidence intervals.

Since $\hat{\theta}$ is a multivariate normal distribution with mean $\theta$, and covariance matrix $\Sigma$, $\hat{\theta} a^T$ is normal with mean $\theta a^T$ and variance $\Sigma a^T a$. Furthermore, since $\theta a^T = \Phi^{-1}(p_1)$, the random variable

$$\frac{[\hat{\theta} a^T - \Phi^{-1}(p_1)]/(\Sigma a^T a)^{1/2}}{\tilde{p}}$$

is a standard normal pivotal quantity for $p_1$. Letting $\eta_0$ denote the 100$\beta$ percentile of the standard normal distribution, we can write

$$\Pr\left\{ -\frac{\eta_1 + \alpha/2}{\tilde{p}} \leq \frac{[\hat{\theta} a^T - \Phi^{-1}(p_1)]/(\Sigma a^T a)^{1/2}}{\tilde{p}} \leq \frac{\eta_1 + \alpha/2}{\tilde{p}} \right\} = \alpha,$$

which can be rewritten as

$$\Pr\left\{ -\frac{\eta_1 + \alpha/2}{\tilde{p}} \leq \frac{[\hat{\theta} a^T - \Phi^{-1}(p_1)]/(\Sigma a^T a)^{1/2}}{\tilde{p}} \leq \frac{\eta_1 + \alpha/2}{\tilde{p}} \right\} = \alpha.$$

But since $\Phi(\cdot)$ is a strictly increasing function, the above probabilistic statement can be modified to read

$$\Pr\{\Phi(\hat{\theta} a^T - \eta_1 + \alpha/2/(\Sigma a^T a)^{1/2}) \leq \Phi^{-1}(p_1) \leq \Phi(\hat{\theta} a^T + \eta_1 + \alpha/2/(\Sigma a^T a)^{1/2})\} = \alpha.$$

An $100\alpha$% confidence interval for $p_1$ is thus

$$\left[\Phi(\hat{\theta} a^T - \eta_1 + \alpha/2/(\Sigma a^T a)^{1/2}), \Phi(\hat{\theta} a^T + \eta_1 + \alpha/2/(\Sigma a^T a)^{1/2})\right].$$

The reader can verify that replacing $\hat{\theta} a^T$ by $-\hat{\theta} a^T$ in Eq. (5.2) yields a 100$\alpha$% confidence interval for $p_2$.

We now turn our attention to the satisfaction. If Eqs. (5.1) arise from a random utility probit model with a constant covariance matrix $\Sigma$, such that $\text{var}(x_1 - x_2) = (1, -1)\Sigma(-1)^2 = \sigma^2$, the measured-attractiveness functions $V_1(\theta, a)$ and $V_2(\theta, a)$ must satisfy

$$V_1(\theta, a) - V_2(\theta, a) = \theta a^T \sigma^2;$

this shows that the coefficient of an attribute in the measured-attractiveness function in which it appears must be $\sigma$ times larger than the element of $\theta$ associated with it. The relative satisfaction $\tilde{S}(\theta, a) = S(\theta, a) - V_1(\theta, a)$ is given by [see Eq. (4.7)]

$$\tilde{S} = V_2 - V_1 + (V_1 - V_2)\Phi[(V_1 - V_2)/\sigma] + \sigma\Phi[(V_1 - V_2)/\sigma]$$

$$= \theta a^T \sigma[\Phi(\theta a^T) - 1] + \sigma\Phi(\theta a^T)$$

$$= e[\phi(\theta a^T) - \theta a^T \sigma \Phi(\theta a^T)]$$

$$= e[\phi(\theta a^T) - \theta a^T \Phi(\theta a^T)].$$

In order to express $\tilde{S}$ in units of a certain attribute $a_i$, the above expression must be divided by the coefficient of such an attribute in the measured-attractiveness vector, $\theta_i\sigma$, and since such a coefficient is proportional to $\sigma$, we know that $\sigma$ will not appear in the new expression. For the rest of the discussion on binary models, we find it convenient to express $\tilde{S}$ in units of an attribute $a_i$ for which $\theta_i$ is unity; that is,

$$\tilde{S} = [\phi(-\theta a^T) - \theta a^T \Phi(-\theta a^T)].$$

(5.3)

To transform the units of $\tilde{S}$ in Eq. (5.3) into those of attribute $a_i$, the right-hand side of Eq. (5.3) is simply divided by $\theta_i$.

If we represent by $\tilde{S}$, $\tilde{S}$, and $S$' the expressions obtained by replacing, respectively, $\theta$, $\theta$, and $\theta$, in Eq. (5.3), a confidence interval for $S'$ can be obtained in the same way as was done for $p_1$.

Let us first investigate the properties of the function

$$\psi(x) = \phi(x) + x\Phi(x), \quad -\infty < x < \infty,$$

(5.4)

which we call the standard probit satisfaction function. Since, as the reader can check, $\psi(x) = \int_{-\infty}^{x} \Phi(v)dv$, the standard probit satisfaction function is positive, increasing $[\psi(x)/dx = \Phi(x)]$, and ranges from zero to infinity. Therefore, one can define its inverse function $\psi^{-1}(\cdot)$, which goes from $-\infty$ to $\infty$ as its argument goes from 0 to $\infty$. The standard probit satisfaction function is tabulated in Table 5.1.

Since, as can be seen from Eq. (5.3), $S' = \psi(-\theta a^T), \theta a^T = -\psi^{-1}(S')$ and the random variable

$$\frac{[\hat{\theta} a^T + \psi^{-1}(S')]/(\Sigma a^T a)^{1/2}}{\tilde{p}}$$

is a standard normal pivotal quantity for $S'$. The same algebraic manipulations used with $p_1$ yield the following $100\alpha$% confidence interval for $S'$:

$$\{\psi[-\theta a^T - \eta_1 + \alpha/2/(\Sigma a^T a)^{1/2}], \psi[-\theta a^T + \eta_1 + \alpha/2/(\Sigma a^T a)^{1/2}]\}.$$  (5.5)

The values of $\psi(\cdot)$ can be read from Table 5.1.

Similar results can be derived for the binary logit model. If the model is

$$p_1 = \frac{\exp(\theta a^T)}{1 + \exp(\theta a^T)}, \quad p_2 = \frac{1}{1 + \exp(\theta a^T)},$$

(5.6)
5.1 Confidence Intervals on the Mean: Binary Models

and a $100\alpha\%$ confidence interval is

$$\log(1 + \exp\{-[\hat{\theta}_a^T \pm \eta_{1 + \alpha/2}(a\Sigma a)^{1/2}]/\Sigma_\xi\})$$

(5.8)

The application of these formulas is illustrated below.

**Example** Consider the non-car-owner segment of the population in the example introduced in Section 4.2. Since the members of this subgroup of the population can choose only between alternative 1 (not to travel) and alternative 2 (travel by public transit), their choice process can be modeled by the binary probit model

$$U_1 = \xi_1, \quad U_2 = 3 - 6a_T - 6\sigma + \xi_2$$

with

$$\Sigma_\xi = \begin{bmatrix} 0.1 & 0 \\ 0 & 0.1 \end{bmatrix}.$$  

In the expression for $U_2$, $a_T$ and $r_T$ represent values (in hours) for the walking time to the transit station, and waiting and riding time, respectively.

The choice functions of the binary model can be expressed as

$$p_1 = \Phi\{3 - 6a_T + 6r_T)/\sqrt{0.2}\}$$

$$= \Phi(-6.71 + 13.42a + 13.42r_T)$$

(5.9)

and

$$p_2 = 1 - p_1,$$

which conform to the type of functions studied in this section.

Let us assume that the values of the coefficients used in Eq. (5.9) are not the true values but are estimates obtained from a data set, that is, Eq. (5.9) gives the estimated choice probability for a given value of the attribute vector

$$\hat{p}_1 = \Phi(\hat{\theta}^T),$$

where in our case $\hat{\theta} = (-6.71, 13.42, 13.42)$ and $a = (1, a_T, r_T)$. Let us further assume that the aforementioned hypothetical calibration process yielded

$$\Sigma_\xi \approx \begin{bmatrix} 0.02 & 0 & 0 \\ 0 & 0.04 & 0.02 \\ 0 & 0.02 & 0.06 \end{bmatrix},$$

and that we desire a confidence interval for $p_1$ for different values of $a$.

Since in the original example $r_T$ was fixed and was equal to 0.33 hr, we shall let only $a_T$ vary; thus $a = (1, a_T, 0.33)$. The confidence interval is obtained by entering with $\hat{\theta}$, a, and $\Sigma_\xi$ into Eq. (5.2). For instance, if $a_T = 0.25$
(the access time from the center of the zone),

\[ \theta a^T = 1.12, \quad \bar{p}_1 = \Phi(\theta a^T) = 0.87, \]

and

\[
a \Sigma a^T = (1, 0.25, 0.33)
\begin{bmatrix}
0.02 & 0 & 0 \\
0 & 0.04 & 0.02 \\
0 & 0.02 & 0.33
\end{bmatrix}
\begin{bmatrix}
1 \\
0.25 \\
0.33
\end{bmatrix}
= 0.0324.
\]

If a 90% confidence is desired, \( \alpha = 0.9 \), \( \eta_{0.95} = 1.65 \), and Eq. (5.2) yields

\[ [\Phi(0.82), \Phi(1.42)] = (0.79, 0.92). \]

The same calculations can be repeated for different values of \( a_T \). Although in our example the results are only meaningful for values of \( a_T \) between 0 and 0.5, Fig. 5.1 depicts the results for the full range. It can be seen from the figure that the length of the confidence interval depends on the probability of choice, with both high and low choice probabilities yielding short confidence intervals. The reader should not be misled, however, because in most demand-forecasting applications, one is interested in the relative error that is committed in the estimation of \( p_i \) and the relative error increases with decreasing choice probabilities. Figure 5.1 also displays the length of the confidence interval over the midpoint value as an indication of the relative error. From Eq. (5.2) it is actually possible to show that as \( \bar{p}_1 \) becomes small (i.e., \( \theta a^T \to -\infty \))

\[ \Phi[\theta a^T + \eta_{1 - n/2}(a \Sigma a^T)^{1/2}] / \Phi[\theta a^T - \eta_{1 - n/2}(a \Sigma a^T)^{1/2}] \to \infty. \]

This illustrates the inherent difficulty in estimating the choice probability function for alternatives with small choice probabilities. The result also holds for binary logit models.

A similar analysis can be done with the satisfaction. If \( a_T = 0.25 \), the confidence interval for \( S' \) is

\[ [\psi(-1.42), \psi(-0.82)] = (0.035, 0.116). \]

An approximate confidence interval in hours of access travel time can be obtained dividing the values by \( \bar{a}_T \); it is

\[ (0.0026, 0.0096) \text{ hr} \quad \text{or} \quad (0.16, 0.58) \text{ min}. \]

5.1.2 Approximate Results for Heterogeneous Populations

We now show how to build approximate confidence intervals for the average of a figure of merit across a heterogeneous group of individuals. Let \( T(\theta_e) \) be the sought average value which can be expressed as

\[ T(\theta_e) = E_i[T(\theta_e, A_i)]. \]

\( T(\theta_e) \) may be taken to denote an average choice probability \( P_i(\theta_e) \), an average satisfaction \( S(\theta_e) \), or any other figure of merit. The expressions derived in connection with \( T(\theta_e) \) will apply to all of these. As in the previous section, we denote by \( T \) the true value \( T(\theta_e) \), by \( \hat{T} \) the estimated value \( T(\hat{\theta}) \), by \( \bar{T} \) the random variable \( T(\bar{\theta}) \).

A procedure similar to the one in the previous section cannot be employed unless one can find a pivotal quantity for \( T \). Since in the most general case the distribution of \( T \) does not seem to depend on \( \theta_e \) in a closed form, a pivotal quantity for \( T \) is difficult to obtain, and alternative confidence interval building methods have to be developed. We do that now.

Assume that the MNP model was calibrated on a large sample with the maximum-likelihood method and that, consequently, \( \hat{\theta} \) is approximately MVN distributed with mean \( \theta_e \) and covariance matrix \( \Sigma_e \). Let us further assume that the sample size was so large that the entries of \( \Sigma_e \) are very small. A criterion to determine whether the entries of \( \Sigma_e \) are small enough is provided later.

Let us expand \( T(\hat{\theta}) \) in a Taylor series around \( T(\theta_e) \):

\[ T(\hat{\theta}) = T(\theta_e) + (\hat{\theta} - \theta_e)[VT(\theta_e)^T + R(\hat{\theta})]; \]

and consequently

\[ \text{length/midpoint} \approx 2. \]
in this expression \( R_2(\hat{\Theta}) \) is the remainder in the Lagrange form
\[
R_2(\hat{\Theta}) = \frac{1}{2}(\hat{\Theta} - \Theta_0) \mathbf{V}^2T(\Theta)(\hat{\Theta} - \Theta_0)^T,
\]
where
\[
\Theta' = \Theta_0 + \eta(\hat{\Theta} - \Theta_0) \quad \text{for some} \quad 0 < \eta < 1.
\]

The random variable \( \hat{T} = T(\hat{\Theta}) \) is the sum of three components, the last of which can be neglected if we can reasonably be sure that the outcomes of \( \Theta \) are sufficiently close to \( \Theta_0 \). This is so because \( R_2(\Theta) \) approaches zero as \( (\hat{\Theta} - \Theta_0) \to 0 \) faster than the other components of Eq. (5.10).

The consistency property of maximum-likelihood estimators ensures that this will happen for sufficiently large sample sizes.

If we want to check whether \( R_2(\Theta) \) is likely to be small enough relative to \( T(\Theta_0) \), we might like to verify whether
\[
\Pr\{[R_2(\Theta)]/|T(\Theta_0)| \leq \delta \} \geq \alpha'
\]
for some small relative error \( \delta \) and high probability \( \alpha' \). Unfortunately, Eq. (5.12) is not easy to use because the distribution of \( R_2(\Theta) \) is unknown. Instead, we use the following inequality, which applies to nonnegative random variables such as \( |R_2(\Theta)|/|T(\Theta_0)| \) when a statement such as Eq. (5.12) does not hold:
\[
E[|R_2(\Theta)|/|T(\Theta_0)|] \geq \delta(1 - \alpha').
\]
Thus to verify Eq. (5.12), it suffices to verify whether
\[
E[|R_2(\Theta)|] \leq \delta(1 - \alpha')|T(\Theta_0)|,
\]
or, since this is usually an order-of-magnitude comparison for which great accuracy is not needed, whether
\[
E[|R_2(\Theta)|] \leq \delta(1 - \alpha')|T(\hat{\Theta})|.
\]

Furthermore, since great accuracy is not needed either in the evaluation of \( E[|R_2(\Theta)|] \), we can use
\[
R_2(\Theta) \approx \frac{1}{2}(\hat{\Theta} - \Theta_0) \mathbf{V}^2T(\Theta)(\hat{\Theta} - \Theta_0)^T
\]
in order to derive an approximate upper bound for \( E[|R_2(\Theta)|] \). Because \( \mathbf{V}^2T(\Theta) \) is a known symmetric matrix, it can be diagonalized as
\[
\mathbf{V}^2T(\Theta) = \mathbf{C}\mathbf{A}\mathbf{C}^T \quad \mathbf{C}^T\mathbf{C} = \mathbf{I},
\]
where \( \mathbf{A} \) is a diagonal matrix of eigenvalues. Letting \( \lambda \) denote the absolute value of the largest eigenvalue in absolute value, we see that if \( \mathbf{x} \) is an arbitrary row vector of dimension \( r \) (\( r \) is the number of parameters),
\[
[x\mathbf{C}\mathbf{A}\mathbf{C}^T\mathbf{x}] = [x\mathbf{C}]\lambda[x\mathbf{C}^T]\}
\]
\[
\leq (x\mathbf{C})\left[\begin{array}{cccc}
|x_1| & 0 & \cdots & 0 \\
0 & |x_2| & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & |x_r|
\end{array}\right](x\mathbf{C})^T
\]
\[
\leq (x\mathbf{C})\lambda|x\mathbf{C}^T\mathbf{x}| = \lambda|x\mathbf{C}^T\mathbf{x}| = \lambda|x|^2.
\]
Consequently
\[
|R_2(\Theta)| \leq \frac{1}{2}\lambda(\hat{\Theta} - \Theta_0)(\hat{\Theta} - \Theta_0)^T
\]
and
\[
E\{R_2(\Theta)\} \leq \frac{1}{2} \lambda \mathbf{E} \left[ \sum_{i=1}^{r} (\hat{\Theta}_i - \Theta_0)^2 \right] = \frac{1}{2} \lambda \sum_{i=1}^{r} \text{var}(\hat{\Theta}_i) \approx \text{tr}(\Sigma_0) \frac{\lambda}{2},
\]
where \( \text{tr}(\Sigma_0) \) is the trace of \( \Sigma_0 \) (the sum of the elements in the main diagonal).

Equations (5.13) and (5.12) thus will be met if
\[
\frac{1}{2} \lambda \text{tr}(\Sigma_0) \leq \delta(1 - \alpha')|T(\hat{\Theta})|.
\]

In words, it is reasonable to neglect \( R_2(\Theta) \) in Eq. (5.10) if the trace of \( \Sigma_0 \) times the largest absolute eigenvalue of \( \mathbf{V}^2T(\Theta) \) is much smaller (in absolute value) than \( T(\hat{\Theta}) \).

We now develop an approximate confidence interval for \( T(\Theta_0) \) assuming that Eq. (5.12) holds. Since the remainder of Eq. (5.10) will exceed \( \delta|T(\Theta_0)| \) only \( 100(1 - \alpha')\% \) of the time, we can write
\[
\Pr\{T(\Theta) \in [T(\Theta_0) + (\hat{\Theta} - \Theta_0)[\mathbf{V}^2T(\Theta_0)]^T \pm \delta|T(\Theta_0)|]\} \geq \alpha',
\]
or using the abbreviation \( T(\Theta_0, \Theta_0) \) instead of the linearization of \( T(\Theta) \) around \( \Theta_0 \),
\[
\Pr\{T(\Theta_0) + (\hat{\Theta} - \Theta_0)[\mathbf{V}^2T(\Theta_0)]^T \leq T(\Theta) \leq T(\Theta_0) + (\hat{\Theta} - \Theta_0)[\mathbf{V}^2T(\Theta_0)]^T \}
\]
\[
\Pr\{T(\Theta) \leq T(\Theta_0) + \delta|T(\Theta_0)| \leq T(\hat{\Theta}) \leq T(\Theta_0) + \delta|T(\Theta_0)| \} \geq \alpha'.
\]

The event, in braces, which we call event 1, can be rewritten as
\[
\{T(\Theta) \leq T(\Theta_0) + \delta|T(\Theta_0)| \leq T(\Theta) \leq T(\Theta_0) + \delta|T(\Theta_0)|\}
\]
Since \( T(\Theta_0, \Theta_0) \) is a linear function of \( \Theta \) it is normally distributed with mean \( T(\Theta_0) \) and variance \( \sigma_i^2 \), given by
\[
\sigma_i^2 = \mathbf{V}^2T(\Theta_0)\Sigma_0[\mathbf{V}^2T(\Theta_0)]^T.
\]
Therefore the expression
\[
\frac{T(\Theta) - T(\Theta_0)}{\sigma_i}
\]
is a standard normal random variable and the following event (event 2) occurs with probability $a$:

$$T_i(\hat{\theta}, \theta_o) - \eta_{i1+\alpha/2}\sigma_i \leq T(\theta_o) \leq T_i(\hat{\theta}, \theta_o) + \eta_{i1+\alpha/2}\sigma_i.$$  

If $T_i(\hat{\theta}, \theta_o)$ were known, event 2 would be a 100$a%$ confidence interval for $T(\theta_o)$, but since it is not, we use the information given by event 1 to build such a confidence interval.

From the basic laws of probability we know that events 1 and 2 must occur concurrently with a probability $a''$ such that

$$a'' \geq a + a' - 1$$

(the reader can easily verify this from Venn diagrams). However, if events 1 and 2 occur, event 3

$$\{T(\hat{\theta}) - \eta_{i1+\alpha/2}\sigma_i - \delta[T(\theta_o)] \leq T(\theta_o) \leq T(\hat{\theta}) + \eta_{i1+\alpha/2}\sigma_i + \delta[T(\theta_o)]\}$$

also occurs, and therefore must occur with at least probability $a'' \geq a + a' - 1$.

If $\delta$ is below the accuracy level desired, the term $\delta[T(\theta_o)]$ can be dropped from event 3 and we have

$$\Pr\{T(\theta_o) \in [T(\hat{\theta}) \pm \eta_{i1+\alpha/2}\sigma_i]\} \geq a + a' - 1.$$  

Consequently the expression

$$[T(\hat{\theta}) \pm \eta_{i1+\alpha/2}\sigma_i]$$

is at least an $a + a' - 1$ confidence interval for $T(\theta_o)$. As usual, since $\sigma$ is a function of $\theta_o$, we approximate it by

$$\sigma^2 \approx \nabla^2 T(\hat{\theta}) \Sigma_{\theta} [\nabla^2 T(\hat{\theta})].$$  

(5.17a)

It should be noted that since $a + a' - 1 \leq a''$, it is not possible to obtain a confidence interval with confidence level greater than $a''$; therefore we should like to select $a'$ as close to one as possible. Equation (5.15), however, indicates that

$$a' \leq 1 - \frac{\lambda \text{tr}(\Sigma_o)/2\delta T(\hat{\theta})}{\sqrt{2\delta T(\hat{\theta})}}$$  

(5.17b)

in order for Eq. (5.12) to apply; consequently, this is a practical limit on the confidence level we can put on Eq. (5.16). The above inequality, however, should not be taken too strictly since several conservative assumptions were made in developing it.

The general procedure to obtain a confidence interval is

**Step 1** Calculate $T(\hat{\theta}), \nabla T(\hat{\theta})$ and $\nabla^2 T(\hat{\theta})$ as outlined in Chapter 4.

**Step 2** Check whether Eq. (5.15) can be satisfied for small $\delta$ and large $a'$.

---
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**Step 3** Evaluate Eq. (5.17a) and replace the result into Eq. (5.16) for a 100$a%$ - $\{2\text{tr}(\Sigma_o)/2\delta T(\hat{\theta})\}\%$ (or more) confidence interval on $T(\theta_o)$.

**Example** Let us obtain a confidence interval for $P_i(\theta_o)$ and the subgroup of the population of the example in Section 4.2 that does not own cars. As in Section 5.1, the model is

$$U_1 = \xi_1,$$

$$U_2 = \theta_1 - \theta_2 a_T - \theta_3 a_T + \xi_2,$$

with

$$\Sigma_{\xi} = \begin{bmatrix} 0.1 & 0 \\ 0 & 0.1 \end{bmatrix}.$$  

As was done in Section 4.3, we assume that the attributes of a choice maker randomly selected from the population of non-car-owners $A_T$ and $R_T$ are approximately MVN distributed. In our case $E(R_T) = 0.33, E(A_T) = 0.25, \text{var}(R_T) = 0, \text{var}(A_T) = \frac{1}{96},$ and $\text{cov}(R_T, A_T) = 0$. As discussed in Section 4.3, the perceived-attractiveness vector of a random individual is MVN distributed with mean $\bar{U}$, and covariance matrix $\Sigma_{\bar{U}}$:

$$\bar{U}_1 = 0, \quad \bar{U}_2 = \theta_1 - 0.25\theta_2 - 0.33\theta_3,$$

and

$$\Sigma_{\bar{U}} = \begin{bmatrix} 0.1 & 0 \\ 0.1 & 96 \end{bmatrix}.$$  

**Step 1** The choice probability $P_i(\theta)$ for such an individual is

$$P_i(\theta) = \Pr\{U_1 > U_2\} = \Pr\{U_2 - U_1 < 0\} = \Phi\left(\frac{-\theta_1 + 0.25\theta_2 + 0.33\theta_3}{(0.2 + \theta_2/96)^{1/2}}\right),$$

(5.18)

and if we assume that as in Section 5.1 the calibration process yielded

$$\tilde{\theta} = (3, 6, 6)$$

and

$$\Sigma_{\tilde{\theta}} \approx \begin{bmatrix} 0.005 & 0 & 0 \\ 0 & 0.01 & 0.005 \\ 0 & 0.005 & 0.015 \end{bmatrix}.$$  

---

1 The $\tilde{\theta}$ vector differs from the one in Section 5.1 because in here the model is expressed in its random utility form.
we can find \( P_1(\hat{\theta}) \) by substituting \( \hat{\theta} \) in Eq. (5.18):

\[
P_1(\hat{\theta}) = 0.737.
\]

By evaluating \( P_1(\hat{\theta}) \) in the neighborhood of \( \hat{\theta} = (3, 6, 6) \), we can evaluate \( \nabla P_1(\hat{\theta}) \) and \( \nabla^2 P_1(\hat{\theta}) \) numerically. Table 5.2 contains values of \( P_1(\theta) \) for ten points, \( \theta_i \) to \( \theta_{i0} \), in the neighborhood of \( \hat{\theta} \). With these values it is possible to approximate numerically the first and second derivatives of \( P_1(\hat{\theta}) \). As an example, the reader can check that

\[
\frac{\partial P_1(\hat{\theta})}{\partial \theta_1} = \frac{P_1(\theta_3) - P_1(\theta_1)}{0.01} = -0.432
\]

and

\[
\frac{\partial^2 P_1(\hat{\theta})}{\partial \theta_1 \partial \theta_2} = \frac{P_1(\theta_4) + P_1(\theta_1) - P_1(\theta_2) - P_1(\theta_3)}{(0.01)(0.01)} = 0.118.
\]

With the same method one finally obtains

\[
\nabla P_1(\hat{\theta}) \approx (-0.432, 0.085, 0.142)
\]

and

\[
\nabla^2 P_1(\hat{\theta}) \approx \begin{bmatrix}
-0.355 & 0.118 & 0.118 \\
0.118 & -0.034 & -0.039 \\
0.118 & -0.039 & -0.039
\end{bmatrix}.
\]

Although for this particular problem it would have been possible to calculate the first and second derivatives of \( P_1(\hat{\theta}) \) directly from Eq. (5.18), we preferred

<table>
<thead>
<tr>
<th>Table 5.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ten Values of ( P_1(\theta) ) in the Neighborhood of ( \hat{\theta} )</td>
</tr>
<tr>
<td>( \theta_i )</td>
</tr>
<tr>
<td>-----</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>7</td>
</tr>
<tr>
<td>8</td>
</tr>
<tr>
<td>9</td>
</tr>
<tr>
<td>10</td>
</tr>
</tbody>
</table>

to obtain them numerically since this can be done even in more complicated problems.

**Step 2** Since according to the Gerschgorin theorem\(^2\) the eigenvalues of \( \nabla^2 P_1(\hat{\theta}) \) belong to the following intervals:

\[
\lambda_1 \in [-0.355 \pm 0.236], \quad \lambda_2 \in [-0.034 \pm 0.157], \quad \lambda_3 \in [-0.39 \pm 0.157],
\]

we know that \( \lambda < 0.355 + 0.236 = 0.591 \). Therefore Eq. (5.15) will be satisfied if

\[
0.591\left(\frac{1}{2}\right) \text{tr}(\Sigma) \leq (1 - \alpha') \delta |P_1(\hat{\theta})| = 0.737(1 - \alpha').
\]

Since \( \text{tr}(\Sigma) = 0.03 \), the left-hand side is 0.009; since this is much smaller than 0.737, it allows us to proceed.

**Step 3** If \( \delta = 0.1 \), \( \alpha' \lesssim 0.88 \). Thus at the \( \delta = 0.1 \) accuracy level, the maximum level of significance is 0.88. An 80% (or higher) confidence interval can be obtained by setting \( \alpha = 0.92 \) since \( \alpha + \alpha' = 1 = 0.8 \).

We can now use Eqs. (5.17a) to obtain

\[
\sigma_t = \sqrt{0.00143} = 0.383,
\]

and an approximate 80% (or better) confidence interval is

\[
(0.737 \pm 1.75 \times 0.038) \approx (0.67, 0.8). \]

It should be remembered that the bounds used to develop Eq. (5.15) are not necessarily tight and that consequently on many occasions, it may be perfectly warranted to use the technique with values of \( \alpha' \) larger than those allowed by Eq. (5.17b). In the cases for which this is not possible, the reader may wonder how one can cope with the problem. This is indeed a legitimate concern, which will be addressed in the next section for the general multinomial case.

### 5.2 Confidence Intervals on the Mean: Multinomial Models

#### 5.2.1 Analytic Confidence Intervals

For multinomial logit models with specifications that are linear in the parameters \( \mathbf{Y} = \mathbf{X} \mathbf{a} \), where \( \mathbf{a} \) is an \( r \times 1 \) matrix whose entries are either known constants or elements of the attribute vector \( \mathbf{a} \) it is possible to derive
a joint confidence region for the choice probabilities of a homogeneous population and for the ratio of the choice probabilities of any two alternatives.

Since

$$\log(p_i/p_j) = V_i(\theta, a) - V_j(\theta, a) = \theta[a] \delta^T,$$

(\delta^T represents a column vector with zero entries except for \(\delta_i = 1\) and \(\delta_j = -1\)) the random variable \(\log(\hat{p}_i/\hat{p}_j)\) [as before \(\hat{p}_i\) denotes \(\hat{P}_i(\hat{\theta}, a)\)] is normally distributed with mean \(\log(p_i/p_j)\) and variance

$$\sigma^2_p = \delta[a]^T \Sigma_p[a] \delta^T.$$

Thus

$$[\log(\hat{p}_i/\hat{p}_j) - \log(p_i/p_j)]/\sigma_p$$

is a standard normal pivotal quantity for \(p_i/p_j\), and

$$\exp[\log(\hat{p}_i/\hat{p}_j) \pm \eta_{11 + a/2} \sigma_p]$$

or

$$[\log(\hat{p}_i/\hat{p}_j) \exp(\pm \eta_{11 + a/2} \sigma_p)]$$

is a 100\% confidence interval for \(p_i/p_j\).

Analogously, letting

$$\Lambda = \begin{bmatrix} -1 & -1 & -1 & -1 \\ 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \end{bmatrix},$$

be a \([I \times (I - 1)]\) matrix, we can write

$$\log(\hat{P}/\hat{P}_i) = [\log(\hat{P}_2/\hat{P}_i), \ldots, (\hat{P}_I/\hat{P}_i)] = V \Delta = \Theta[a] \Delta.$$

Since \(\log(\hat{P}/\hat{P}_i)\) is a linear function of \(\hat{\Theta}\), it is MVN distributed with mean \(\log(p/p_1)\) and covariance matrix

$$\Sigma_p = \Delta^T \Sigma_p[a] \Delta.$$

Thus, the quantity

$$[\log(\hat{P}/\hat{P}_i) - \log(p/p_1)] \Sigma_p^{-1} [\log(\hat{P}/\hat{P}_i) - \log(p/p_1)]^T$$

is a pivotal quantity that is \(\chi^2\) distributed with \(I - 1\) degrees of freedom. The corresponding 100\% confidence region for \(\log(p/p_1)\) is

$$[\log(p/p_1) - \chi_{\alpha}^2] \Sigma_p^{-1} [\log(p/p_1) - \chi_{\alpha}^2]^T \leq 0,$$

(5.20) which is an \([(I - 1)\text{-dimensional}]\) ellipsoid centered at \(\log(p/p_1)\). Equation (5.20) also defines a confidence region for \((p_1, \ldots, p_I)\) because for every value of \(x = \log(p_2/p_1, \ldots, p_I/p_1)\) there is one and only one probability vector.

Equation (5.20) can be generalized for MNP models with covariance matrix independent of \(\theta\) since according to Conjecture 3.1 and Fact 3.1 there is a one-to-one relationship between \((p_1/p_1)\) and the reduced-attractiveness vector \(V' = (V_2 - V_1, \ldots, V_I - V_1)\) (note that \(p'\) and \(p_1\) are not the true values in this context). Letting \(\hat{V}'\) denote such a relationship,

$$V' = f(p'/p_1)$$

the confidence region is

$$[f(\hat{p}/\hat{p}_1) - f(p'/p_1)] \Sigma_p^{-1} [f(\hat{p}/\hat{p}_1) - f(p'/p_1)]^T \leq \chi_{\alpha}^2,$$

Equations (5.20) and (5.21) can be used for hypothesis testing quite handily in efforts to validate a given discrete choice model. Unfortunately, although possible, the function \(f(\cdot)\) is not so easy to evaluate for the MNP model.3

In cases for which one must consider a heterogeneous population or a model that is not linear in the parameters it is possible to use the large sample method of Section 5.1.2. As a matter of fact such a method can be exercised exactly as explained there since nowhere in the explanation did we use the fact that the models were binary.

5.2.2 Simulation Method for Smaller Samples

In cases for which the calibration sample size is sufficiently large to assume \(\hat{\Theta}\) is MVN(\(\Theta_0, \Sigma_0\)) but not large enough to permit use of the approximation method described in Section 5.1.2, it is useful to regard \(\theta_0\) and \(T(\theta_0)\) as random variables in a Bayesian sense and use simulation as a means to derive confidence intervals.

Imagine the set of all experiments that can possibly be performed to estimate a parameter vector of the same dimension as \(\theta_0\).

This set of experiment need not be restricted to one scientific discipline or one particular data set; it encompasses all possible circumstances. Consequently, the true values of the parameter vector will vary so much

3 A possible evaluation method would consist of finding with a calibration code

$$\max_\theta \sum_{i=1}^I p_i \log P_i(\theta, a),$$

where the specification of the model is set equal to

$$\Sigma_\lambda = \Sigma_\lambda(a), \quad V_i = 0, \quad V_i = \theta, \quad i = 2, \ldots, I.$$

As was demonstrated in Chapter 3 the solution to this problem is values of \(\theta_0\) for which \(P_i(\theta_0, a) = p_i\); by construction, these values are the sought \(V_i - V_i\) values.
across the set that its elements can be visualized as outcomes of a random variable \( \Theta \), having an almost-constant probability density function \( f_{\Theta}(\cdot) \) that takes on very small values. Bayesian statisticians call such distributions diffuse because the probability density is assumed to be diffused very homogeneously all over \( \mathbb{R} \). The MVN distribution with covariance matrix given by \( K \) (large) is an example. Furthermore, if in the present case the researcher knows very little about the true value of the parameter \( \theta_a \), he can surely think of \( \theta_a \) as a random drawing from the above set. Since, as is shown below, the exact form of the distribution does not affect the results—only the fact that it is diffuse—this hypothesis is not particularly restrictive.

With this in mind we may endeavor to obtain the distribution of the also random \( T(\theta_a) \) conditional on the results of the calibration. If we succeed, the 100\((1 - \alpha)/2\) and 100\((1 + \alpha)/2\) percentile points of the resulting distribution will, by definition, bracket \( T(\theta_a) \) with probability \( \alpha \), and will therefore be a 100\(\alpha\)% confidence interval for \( T(\theta_a) \). In other words a researcher who uses this technique to build many 100\(\alpha\)% confidence intervals over his life span will have been right 100\(\alpha\)% of the time. We proceed now to do that.

Since we know that the distribution of \( \Theta \) conditional on \( \Theta = \theta_a \) is MVN with mean \( \theta_a \) and covariance matrix \( \Sigma_a \), we can obtain the joint distribution of \( \Theta \) and \( \Theta_a \):

\[
Pr(\Theta_a \in (\theta, \theta_a + d\theta), \Theta_a \in (\theta_a, \theta_a + d\theta_a)) = f_{\theta_a}(\theta_a) \frac{d\theta_a}{\Phi(\theta_a, \Sigma_a)} f_{\theta_a}(\theta_a) \frac{d\theta_a}{\Phi(\theta_a, \Sigma_a)}
\]

and the conditional density of \( \Theta_a \) on \( \Theta_a \):

\[
f_{\Theta_a}(\theta_a | \Theta_a) = \frac{\Phi(\theta_a, \Sigma_a) f_{\Theta_a}(\theta_a) \frac{d\theta_a}{\Phi(\theta_a, \Sigma_a)}}{\int_{\theta_a}^{\Phi(\theta_a, \Sigma_a)} \Phi(\theta_a, \Sigma_a) f_{\Theta_a}(\theta_a) \frac{d\theta_a}{\Phi(\theta_a, \Sigma_a)}}.
\]

Since \( f_{\Theta_a}(\cdot) \) is diffuse, it will take on practically the same value for all values of \( \theta_a \) for which \( \Phi(\theta_a, \Sigma_a) \) is substantially different from zero; thus \( f_{\Theta_a}(\theta_a) \) can be replaced by \( f_{\Theta}(\theta_a) \) in the denominator and the numerator. Consequently the conditional density of \( \Theta_a \) on \( \Theta_a \) simplifies to

\[
f_{\Theta_a}(\theta_a | \Theta_a) \approx \Phi(\theta_a, \Sigma_a) = \Phi(\theta_a, \Theta_a).
\]

indicating that \( \Theta_a \) is MVN distributed with mean \( \theta_a \) and covariance \( \Sigma_a \)\(^4\). The percentiles of \( T(\Theta_a) \), \( T_{(1 - \alpha)/2} \), and \( T_{(1 + \alpha)/2} \) can be obtained from the distribution of \( \Theta_a \) through the change of variable \( T = T(\Theta_a) \).

Unfortunately the change of variable \( T(\Theta_a) \) is complicated and \( T_{(1 - \alpha)/2} \) and \( T_{(1 + \alpha)/2} \) cannot be obtained in closed form from \( \Theta_a \) and \( \Sigma_a \) in the most general cases; however, the Monte Carlo simulation strategy described in

\(^4\) This is a well-known result in Bayesian decision theory.

Section 2.2.2 can be used to develop approximate values for \( T_{(1 - \alpha)/2} \) and \( T_{(1 + \alpha)/2} \). This is done as follows:

**Step 1** With the simulation method described in Section 2.2.2, sample \( K \) observations from a MVN(\( \theta \), \( \Sigma_a \)) distribution \( \theta_1, \ldots, \theta_K \) and calculate \( T_1, \ldots, T_K \), using the transformation \( T = T(\Theta_a) \).

**Step 2** Plot the cumulative distribution function of \( T \) and use the percentiles of the sample, \( T_{(1 + \alpha)/2} \) and \( T_{(1 - \alpha)/2} \), for the confidence interval.

Since for large values of \( K \) the percentiles of the sample \( T_a \) are approximately normally distributed with mean the true percentile \( T_a \) and variance

\[
\text{var}(T_a) = \beta(1 - \beta)/K \int (T_a)^2
\]

where \( f_T(\cdot) \) is the density function of \( T(\Theta_a) \), the quantity

\[
\varepsilon_T \approx \sqrt{\beta(1 - \beta)/K \int (T_a)^2}
\]

gives an indication of the size of error likely to be encountered. If \( f_T(\cdot) \) is normal with variance \( \sigma_T^2 \), the following are values of \( \varepsilon_T \) for different values of \( \beta \):

<table>
<thead>
<tr>
<th>( \beta )</th>
<th>0.25</th>
<th>0.9</th>
<th>0.95</th>
<th>0.99</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.75</td>
<td>( \frac{1.253}{\sqrt{K}} \sigma_T )</td>
<td>( \frac{1.363}{\sqrt{K}} \sigma_T )</td>
<td>( \frac{1.529}{\sqrt{K}} \sigma_T )</td>
<td>( \frac{2.113}{\sqrt{K}} \sigma_T )</td>
</tr>
<tr>
<td>0.05</td>
<td>( \frac{3.733}{\sqrt{K}} \sigma_T )</td>
<td>( \frac{3.733}{\sqrt{K}} \sigma_T )</td>
<td>( \frac{3.733}{\sqrt{K}} \sigma_T )</td>
<td>( \frac{3.733}{\sqrt{K}} \sigma_T )</td>
</tr>
</tbody>
</table>

The value of \( \sigma_T \) can be inferred from the sample standard deviation of \( T_1, \ldots, T_K \). Note that according to this method confidence intervals for high values of \( \alpha \) are more difficult to obtain since more observations are needed to obtain a similar precision.

To illustrate typical values of \( K \) needed, consider a 90% confidence interval that is to be determined with a typical error of no more than 0.05\(\sigma \). This requires a value of \( K \) such that

\[
1.709/\sqrt{K} = 0.05
\]

and \( K \geq (1.709/0.05)^2 \approx 1169 \) observations.

Thus, in order to get a confidence interval, one may sometimes have to perform of up to 1000 predictions. In some other cases fewer predictions may be sufficient, but in all cases hand simulations seem out of the question. On the other hand, if the function \( T(\theta) \) is computerized and does not take much computer time (this is in general true if one uses the shortcut prediction techniques described in Chapter 4), sampling \( \theta \) and calculating \( T(\theta) \) a few hundred times is not a problem.
5.3 Prediction Intervals

5.3.1 Analytic Method

Let us assume that instead of seeking the value $T(\theta_i)$ of a figure of merit for a given distribution of the attribute vector $F(a)$, we are interested in obtaining the actual accumulated value of the individual figures of merit, $\sum_{m=1}^{M} \tau(U_{(m)})$ ($M$ and $U_{(m)}$ are, respectively, the number of individuals in the group and the perceived utility vector of the $m$th individual).

If the number of individuals in the group is very large, the weak law of large numbers ensures that the actual accumulated value of the individual figures of merit equals the value of the mean $T(\theta_i)$ times $M$. Thus, in such a case a confidence interval for the accumulated value of the individual figure of merit, which we call a prediction interval, is given by $M$ times the confidence interval for $T(\theta_i)$ and the methods in the previous two sections can be applied. On the other hand, if $M$ is small, the actual accumulated value cannot be predicted deterministically even if $T(\theta_i)$ is known, and prediction intervals must be obtained in a different way.

Homogeneous Population Groups

Since for a user who is sampled at random from the population the distribution of $U$ is known (provided $a$ and $\theta$ are known), it is possible to determine (at least conceptually) the distribution of $\tau$ for a person who is sampled at random from a homogeneous group with $A = a$.

Under these conditions the accumulated value of $\tau$, $\tau_{ac}$, is the sum of $M$ independent and identically distributed variables, $\tau_{(m)} = \tau(U_{(m)})$:

$$\tau_{ac} = \sum_{m=1}^{M} \tau_{(m)},$$

and for moderately large values of $M$ (although not large enough to neglect the variability of $\tau_{(m)}$) the accumulated value must be normal with

$$E(\tau_{ac}) = MSE[\tau(U)] = M(T(\theta, a)), \quad (5.22)$$

where as usual the expected value of the individual figure of merit is denoted by $T(\theta, a)$. The second moment about the origin of $\tau_{(m)}$ can be obtained from the distribution of $U$ (at least theoretically) and is, therefore, a function of $\theta$ and $a$ which we denote $T(\theta, a)$. Therefore

$$\text{var}(\tau_{(m)}) = T(\theta, a) - [T(\theta, a)]^2$$

and

$$\text{var}(\tau_{ac}) = M \{ T(\theta, a) - [T(\theta, a)]^2 \}. \quad (5.23)$$

Let us see now how one can calculate $\text{var}(\tau_{ac})$ in some simple cases (see also Section 1.5).

If, for example, we are interested in the usage of the $i$th alternative, $\tau(U)$ should be defined as follows:

$$\tau = \begin{cases} 1 & \text{if } U_i = \max_{j=1,\ldots,I} U_j, \\ 0 & \text{otherwise}. \end{cases}$$

Then $E(\tau_{(m)}) = T(\theta_i, a) = \mu_i(a)$, and since $\tau^2 = \tau$, $E(\tau_{(m)}^2) = E(\tau_{(m)}) = T(\theta_i, a) = \mu_i(a)$. Equation (5.23) yields

$$\text{var}(\tau_{(m)}) = M \{ \mu_i(a) \} [1 - \mu_i(a)].$$

If, on the other hand, $\tau(U) = \max(U)$, we know that

$$E[\tau(U)] = \pi^2,$$

which is given by previously discussed formulas for both logit and probit models. It can also be shown that for the MNL model (see Section 1.3.1)

$$\text{var}(\tau(U)) = \text{var}(\tau_{(m)}) = \frac{3}{2} \pi^2$$

and that for the MNP model

$$\text{var}(\tau(U)) = \text{var}(\max(U_{(m)})),$$

which can be approximated with the formulas of Section 2.2.3 (the result is exact for the binary case).

With expressions for Eqs. (5.22) and (5.23) readily available, one can obtain a prediction interval for $\tau_{ac}$. Write

$$[\tau_{ac} - MT(\theta, a)] = M[T(\theta, a) - T(\theta, a)] + [\tau_{ac} - MT(\theta, a)]. \quad (5.24)$$

The first term on the right-hand side, for sufficiently small values of $\Sigma_0$, can be considered normal (see the linearization method in Section 5.1.2) with zero mean and variance

$$\sigma_1^2 = M^2 \text{var}[T(\theta, a)] = M^2 \{ V_0 T(\theta, a) \}^T \Sigma_0 [V_0 T(\theta, a)]'. \quad (5.25)$$

Also, as just discussed, if $M$ is sufficiently large the central limit theorem applies and the second term of Eq. (5.24) is also normal ($\tau_{ac}$ is the sum of $M$ independent and identically distributed components). It also has zero mean and variance $\sigma_0^2$, which can be approximately expressed as a function of $\theta$ by entering with $\theta$ in Eq. (5.23).

Since the two right-hand-side terms of Eq. (5.24) can be considered independent (the first one arises from a calibration experiment and the second from the selection of a random group with $M$ people) the left-hand side is normally distributed with zero mean and variance $(\sigma_1^2 + \sigma_0^2)$, and
the random variable
\[ (r_{ac} - MT(\hat{\theta}, a))/\sigma_{I}(\hat{\theta}, a) \]
is a standard normal pivotal quantity for \( r_{ac} \). Therefore a 100\( \delta \)% prediction interval for \( r_{ac} \) is
\[ [MT(\hat{\theta}, a) \pm \eta_{(1 + \delta)/2}(\sigma_{I}^{2} + \sigma_{II}^{2})^{1/2}], \]
which solves the problem.

Note that by increasing the sample size of the calibration stage, \( \sigma_{I} \) is made smaller and one can reduce the length of the prediction interval; however, it is impossible to decrease the length beyond \( 2\eta_{(1 + \delta)/2}\sigma_{II} \).

**Example** We return to the binary probit example of Section 5.1.1 in which the specification was
\[ p_{1} = \Phi(\theta_{1}a^{T}), \quad p_{2} = 1 - p_{1}, \]
with \( \hat{\theta} = (-6.71, 13.42, 13.42) \) and \( a = (1, \sigma_{I}, \sigma_{II}) \). Let us find a prediction interval for the usage of public transit (alternative 2) for \( M = 100 \) and \( a = (1, 0.25, 0.33) \) if
\[ \Sigma_{0} \approx \begin{bmatrix} 0.02 & 0 & 0 \\ 0 & 0.04 & 0.02 \\ 0 & 0.02 & 0.06 \end{bmatrix}. \]

Since in this case \( \Sigma_{0} \) is small enough (the reader can verify this) and \( M \) is within the range where the central limit theorem applies, Eq. (5.26) will be used.

We first calculate \( \sigma_{I}^{2} \). For the usage of alternative 2 we have
\[ V_{I} = -\theta_{1} \times (1, 0.25, 0.33) = (-0.213, -0.053, -0.071) \]
and using Eq. (5.25), \( \sigma_{I}^{2} = 100^2 \times 0.0014 = 14 \).

We now calculate \( \sigma_{II}^{2} \), assuming that \( \theta_{0} = \hat{\theta} \). For the usage we have
\[ \sigma_{II}^{2} = \text{var}(r_{ac}) = M[1 - P_{X}(\hat{\theta}, a)]P_{X}(\hat{\theta}, a) \]
\[ = 100\Phi(1.12)[1 - \Phi(1.12)] \]
\[ = 100 \times 0.114 = 11.4. \]

Since \( P_{X}(\hat{\theta}, a) = \Phi(\theta_{1}a^{T}) = 0.13 \), a 90% prediction interval is
\[ (13 \pm \eta_{(1 + 0.9)/2} \sqrt{11.4 + 14}) = (13 \pm 8.3) = (4.7, 21.3), \]
and we can expect between 4 and 22 cut of the 100 randomly selected people to become users of alternative 2.

**Heterogeneous groups**

For heterogeneous groups of people the technique is identical. Instead of Eq. (5.24) we have
\[ [r_{ac} - MT(\hat{\Theta})] = M[T(\theta_{0} - T(\hat{\Theta})) + [r_{ac} - MT(\theta_{a})], \]
and in the same way it is possible to develop an approximate confidence interval based on the variances of the first and second terms of the right-hand side of Eq. (5.27). \( \sigma_{I}^{2} \) is given by the right-hand side of Eq. (5.17a), premultiplied by \( M^{2} \). The variance of the second term \( \sigma_{II}^{2} \) depends on how the group of people that we consider was gathered. In most cases it is reasonable to assume that the \( M \) individuals are independent drawings from a subpopulation of the population with known distribution of the attribute vector \( F_{a}(\theta) \), and the variance of \( r_{ac} \) is \( M \) times the variance of \( r(U) \) for one such drawing. The variance of \( r(U) \) can be calculated as follows: first evaluate
\[ E[r(U)] = E_{X}[E_{U}[r(U)|A]] = E_{X}[T(\theta, A)] = T(\theta) \]
and
\[ E[r(U)^{2}] = E_{X}[E_{U}[r(U)^{2}|A]] = E_{X}[T(\theta, A)^{2}] = T(\theta), \]
using a prediction method (cf. Chapter 4), and then set
\[ \sigma_{II}^{2} = \text{var}(r_{ac}) = M[T(\theta) - T(\hat{\Theta})^{2}]. \]

Equation (5.26) with \( T(\theta, A) \) replaced by \( T(\hat{\Theta}) \) then applies. Note that when we predict usage, \( r(U) \equiv r(U) \); consequently \( T(\Theta) = T(\hat{\Theta}) = P_{X}(\hat{\Theta}) \), and Eq. (5.28) is simply
\[ \sigma_{II}^{2} = M P_{X}(\hat{\Theta})[1 - P_{X}(\hat{\Theta})]. \]

For the satisfaction the technique involves predicting its second moment about the origin, \( S(\hat{\Theta}) \), but the process is identical to prediction of \( S(\theta) \); instead of averaging \( S(\theta, A) \) with the prediction methods of Chapter 4 we average \( S(\Theta, A) \), which is given by
\[ S(\Theta, A) = S(\theta, A)^{2} + \frac{1}{2} \pi^{2} \]
for the MNL model or by the approximation formulas for the MNP model.

**Example** Let us find a prediction interval for the usage of alternative 2 in the example in Section 5.1.2. A group of \( M = 100 \) randomly selected individuals from the whole population of non-car owners is considered.
Since from the example there we found
\[ P_1(\tilde{\theta}) = 0.737 \quad \text{and} \quad V_2 P_1(\tilde{\theta}) = (-0.432, 0.085, 0.142), \]
we automatically have
\[ P_2(\tilde{\theta}) = 0.263 \quad \text{and} \quad V_2 P_2(\tilde{\theta}) = (0.432, -0.085, -0.142). \]

Also from the example we know that \( \sigma^2 = 0.00143 \), and therefore
\[ \sigma^2 = 100^2 \times 0.00143 = 14.3. \]

\( \sigma_n^2 \) can be obtained with the expression that was derived above for the usage:
\[ \sigma_n^2 = 100(0.263)(0.737) = 19.3. \]

Thus \( \sigma = 5.8 \) and the approximate 90\% prediction interval is
\[ (26.3 \pm 1.645 \times 5.8) = (16.8, 35.8), \]
that is, we know that very likely between 16 and 36 people out of 100 randomly selected individuals would elect to use public transit.

### 5.3.2 Simulation Method

When either \( \Sigma_n \) is too large or \( M \) is too small to be able to approximate the two terms of Eq. (5.27) by normal distributions the problem is more involved; however, a simulation procedure similar to the one described to develop confidence intervals can be used.

If we regard \( \theta_o \) as the outcome of a random variable \( \Theta_o \) whose distribution conditional on \( \tilde{\theta} \) and \( \Sigma_2 \) is \( \text{MVN}(\tilde{\theta}, \Sigma_2) \), we can develop (at least conceptually) the distribution of \( \tau(U) \) for a randomly selected individual, since the conditional distribution of \( U \) given \( \theta_o \) is known. Although developing the analytic cumulative distribution function of \( \tau(U) \) is difficult, Monte Carlo simulation yields it readily. The procedure parallels an imaginary experiment in which, first, we select a value of \( \theta_o \), and then sample a person from the population, observe \( U \) (this value would depend statistically on the value of \( \theta_o \) previously determined), and calculate \( \tau(U) \).

After many repetitions it will be possible to estimate the percentile points of \( \tau(U) \), which may then be used as prediction intervals. A 100\% prediction interval developed in such a way must, of course, be physically interpreted in the same way as the Bayesian confidence intervals developed in Section 5.2.2. The procedure to obtain an observation of \( \tau(U) \) is as follows:

1. **Step 1** Sample \( \theta_o \) from a \( \text{MVN}(\tilde{\theta}, \Sigma_2) \) distribution.
2. **Step 2** Sample \( a \) from \( F_a(a) \).

### 5.4 Other Considerations

#### 5.4.1 Uncertainty in the Distribution of the Attribute Vector

When the distribution of \( A \) is estimated with an inaccurate method the errors introduced will be reflected in the final forecast just as the errors in the estimation of \( \theta_o \) affected the results of the forecasts. The techniques used to obtain confidence and prediction intervals when the value of \( \theta_o \) was uncertain can be extended easily to capture the uncertainty in the distribution of \( A \).

Let the true distribution of \( A \) be \( F_A(a | \xi_o) \), where \( \xi_o \) is an unknown vector of parameters whose values must be forecasted inaccurately. For instance,
with prediction methods where the distribution of $A$ is approximated by the multivariate normal distribution, the vector $\zeta_n$ includes the true (unknown mean vector and covariance matrix of $A$, $A$, and $\Sigma_n$). With this in mind, and treating $\zeta_n$ as an outcome of a random variable $Z_n$, in the same sense as $\theta$, treated as an outcome of $\Theta$, we can express our uncertainty in $\zeta_n$ by saying that $Z_n$ is $F_2(x)$ distributed, where the mean of $Z_n$ is close to the forecasted value $\tilde{z}$ of $\zeta_n$, and its variance indicates the degree of uncertainty placed on $\tilde{z}$.

The simulation process for prediction interval development is almost identical to the one in Section 5.3, except for Step 1, which is as follows:

**Step 1** Sample $\theta_n$ from a MVN($\bar{\Theta}$, $\Sigma_0$) distribution, and sample $\zeta_n$ from $F_2(x)$. Of course, $\zeta_n$ determines the distribution $F_2(a)$ of $A$. The rest of the process is analogous.

An analytic prediction-interval construction method can also be developed in this case if in addition to the conditions of Section 5.3.1 we can assume that $\zeta$ is an observation from a MVN distribution with mean $\zeta_0$ and known covariance matrix $\Sigma_0$. The procedure involves linearizing

$$T(\theta|\zeta) = \int_0^\infty T(\theta,a)F_2(a|\zeta)\,da$$

with respect to both $\theta$ and $\zeta$, and writing $[T(\bar{\Theta}|-Z) - T(\theta_n|\zeta_n)]$ as a normal pivotal quantity with zero mean and known variance (function of $\Sigma_n$ and $\Sigma_0$).

### 5.4.2 Sample-Size Considerations

In the discussion of Chapters 3 and 5 we saw, respectively, how it is possible to derive the distribution of $\bar{\Theta}$ from the results of an estimation process, and the distribution of $T(\bar{\Theta})$ and $\tau_{2n}$ from the distribution of $\bar{\Theta}$. This is important because if, with these techniques, we find that not enough accuracy was obtained, it is possible to decide whether or not to collect more data. However, since in most instances such data re-collection is not desirable, an approximate sample-size selection guideline is suggested below.

A discrete choice model is not useful unless it can reproduce to a pre-specified degree of accuracy the fractions of the population that select each alternative. Since it is reasonable to require that this be the case for the population from which the data were gathered, an a priori check to ensure this should be performed.

Let us assume that we use a random sampling mechanism to obtain a disaggregate data set from a given population, and that we estimate the fraction of the population that selects alternative $i$ with the following two methods:

**Method a** Direct Estimation. For each observation $n$, let $X_{ni}$ be a random variable that is set equal to one if $c_{ni} = 1$ and to zero otherwise. Under these conditions, the maximum-likelihood estimator of $p_i$ is

$$\tilde{p}_i = \frac{1}{N} \sum_{n=1}^{N} X_{ni}/N.$$

**Method b** Indirect Estimation. Assume that the distribution of the attribute vector $F_2(a)$; then, obtain a value for $\theta$ by calibrating a discrete choice model $P_i(\theta, A)$ with the data, and estimate $p_i$ with $P_i(\theta)$.

We note that $p_i = E_{p}(P_i(\theta, A))$ (assuming that $P_i(\theta, A)$ is a correct specification); thus $p_i$ is a function of $\theta$ and the invariant property of maximum-likelihood estimators suggests that

$$\tilde{p}_i = E_{p}(P_i(\theta, A)) = P_i(\theta).$$

Consequently, if the specification of the choice model is correct, Methods a and b yield the same answer. This is important because the accuracy of $P_i(\theta)$ can be analyzed from that of $\tilde{p}_i$, which is easier to assess.

If $N$ is large, $\tilde{p}_i$ is approximately normal with mean $p_i$ and variance $p_i(1 - p_i)/N$; therefore the relative error $e = (\tilde{p}_i - p_i)/p_i$ is also normal with zero mean and variance

$$\text{var}(e) = (1 - p_i)/p_i Np_i.$$

Since the relative error will rarely exceed $1.96\sqrt{(1 - p_i)/Np_i}$, in absolute value, that expression can be used as a criterion to select $N$. To be fair, of course, one should select the alternative that is selected by the fewest people in the population since $1.96\sqrt{1 - p_i}/Np_i$ decreases with $p_i$.

The minimum number of observations is then given by

$$N \approx \frac{2.2(1 - p_i)}{p_i^2}.$$

For instance, if we know that the approximate shares of three alternatives in the population we are about the sample from are approximately 0.2, 0.3, and 0.5, and we are satisfied with 20% accuracy,

$$N \approx \frac{2.2 \times 0.8}{(0.2)^2} \times 0.2 = 220.$$

---

5 The invariant property of the MLE estimators follows immediately from their definition. It is as follows: If $\Theta_0$ has a one to one relationship with $\Theta$ (and $\Theta_0 = \Theta(\Theta)$), then $\Theta = \Theta(\Theta_0)$. In our case and to be rigorous, we would have to prove that there exist $r - 1$ functions that define a one-to-one relationship between $\Theta_0$ and $P_i(\Theta)$. 

---
Although this value will in most cases be a good preliminary indicator of the required number of observations, the final decision must be deferred until after calibration. This is important to remember because the expression does not strictly apply to non-random sampling strategies since the objective of these is to reduce the value of $N$ by sampling from very different substrata of the population. Postcalibration analysis is also necessary because the ultimate role of the model is predicting a figure of merit other than $P_i$ (otherwise we could have used method a, above, which does not require a choice model) and such a figure of merit usually will be more or less sensitive than $P_i$ to errors in $\hat{\theta}$.

5.5 Summary

In order for discrete choice models to be really useful it is necessary to find ways of assessing the accuracy of their predictions. Inaccuracies in the forecasts have three basic sources: specification errors, insufficient or poor data, and poor or erroneous prediction of the distribution of the attribute vector.

Specification errors as well as some of the consequences of deficiencies in the data are explored in Section 3.1, where it is suggested that the MNP model was quite robust in the presence of some of these phenomena. There it is shown how the problems could be handled and identified by manipulation of the specification of the covariance matrix of the disturbances and by proper interpretation of the results of calibration. Yet another type of specification-data problem is also identified in Section 3.4.3, where it was argued that unless one has the right type of data with the right specification one can hardly claim a discrete choice model to be behavioral and therefore transferrable and valid for policy analysis.

In the analysis of the present chapter the aforementioned problems were assumed solved, which left us with two remaining sources of inaccuracies: insufficient data and uncertain distribution of the attribute vector. As is traditional in the econometrics literature the uncertainty of the predictions is expressed by means of confidence and prediction intervals. Since not much effort has been devoted by researchers to this subject (only Koppelman (1976b), who discusses some aspects of the binary logit model, and Daganzo (1979a), who extended the results to discrete choice models, seem to have investigated the problem in the open literature) most of the material presented in this chapter follows standard econometric practice as far as prediction with nonlinear models is concerned.

The first three sections of the chapter cover errors in the estimation of $\theta_0$ due to lack of data and how those errors propagate to the final prediction. Sections 5.1 and 5.2 explore the subject for very large groups of people and for both binary and multinomial models; the logic there parallels the development of confidence intervals for points on the regression line of the standard linear model. Section 5.3 develops prediction intervals for small groups of individuals. Section 5.4 addresses two miscellaneous items; Section 5.4.1 shows how it is possible to handle the uncertainty in the distribution of the attribute vector; and Section 5.4.2 gives a simple rule of thumb to select an adequate sample size prior to calibration.

Since most of the material in this last chapter is rather rudimentary, it is reasonable to expect refinements to it to appear in the scientific literature in the near future. Of particular interest would be approximate shortcut confidence and prediction interval calculation methods when linearization of the figure of merit is not possible. It is also hoped that in the near future statistically optimal sampling strategies will be available.
Appendix A | Some Properties and Definitions of Matrices, Determinants, and Quadratic Functions

Quadratic Forms

3.1 A quadratic form is a homogeneous polynomial of second degree. It is a quadratic function with \( R = 0 \) and \( P = 0 \), and can be expressed as

\[ y = xQx^T, \]

where \( Q \) is symmetric.

3.2 A quadratic form and its associated matrix \( Q \) are said to be positive (negative) definite if \( y \) is strictly positive (negative) for all \( x \) different from the zero vector (e.g., \( y = 3x_1^2 + x_2^2 \) is a positive-definite quadratic form).

3.3 A quadratic form and its associated matrix \( Q \) are said to be positive (negative) semidefinite if \( y \) is nonnegative (nonpositive) for all \( x \) (e.g., \( y = 3x_1^2 + 0x_2^2 \) is a positive-semidefinite quadratic form).

Diagonalization of Symmetric Square Matrices

4.1 A symmetric square matrix \( Q \) with real elements can always be expressed as

\[ Q = LL^T, \]  \hfill (A.3)

where \( L \) is an orthogonal matrix (i.e., a nonsingular matrix such that \( LL^T = I \)), and \( \Lambda \) is a diagonal matrix of real elements. The diagonal elements of \( \Lambda \) are called eigenvalues (or characteristic values).

4.2 The eigenvalues \( \lambda_i \) are given by the \( n \) roots of the so-called characteristic equation

\[ |Q - \lambda I| = 0, \]

where the vertical bars represent the determinant of the enclosed quantity. The proof of these statements can be found in most introductory books on linear algebra.

Properties of Definite and Semidefinite Matrices

5.1 A symmetric \( n \times n \) matrix \( Q \) is positive (negative) definite if and only if the eigenvalues are all positive (negative). This is easy to see because

\[ y = xQx^T = xLL^Tx^T = (xL)\Lambda(xL)^T = \sum_{i=1}^{n} \lambda_i (xL_i)^2, \]

and since \( x \neq 0 \), \( xL \neq 0 \) (otherwise \( L \) would be singular since one of its rows would be a linear combination of the others), \( y \) must necessarily have the sign of the eigenvalues \( \lambda_i \).
5.2 A similar argument shows that a symmetric matrix is positive (negative) semidefinite if and only if the eigenvalues are nonnegative (non-positive). Furthermore, if $B$ is a nonsingular $n \times n$ square matrix, the transformation
\[ Q' = BQB^T \]
does not alter the definiteness of $Q$.

5.3 If a symmetric matrix $Q$ is positive (negative) definite, it is nonsingular, and its inverse is positive (negative) definite with eigenvalues given by the reciprocals of those of $Q$. This is easy to see since from Eq. (A.3) $|Q| = \prod_{i=1}^{n} \lambda_i > 0$ (or <0 for negative definite $Q$) and
\[ Q^{-1} = LA^{-1}L^T, \]
where $L$ is lower triangular with ones on the main diagonal. These two statements (as well as those in the next two paragraphs) are shown in most introductory books on matrices. Equation (A.4) is usually called the Cholesky factorization of a positive-definite matrix.

5.4 Since all the eigenvalues of a nonsingular matrix $Q$ are different from zero (otherwise $|Q - 0I| = 0$ and $Q$ would be singular), any symmetric nonsingular positive (negative) semidefinite matrix has strictly positive (negative) eigenvalues and must also be positive (negative) definite.

5.5 A symmetric matrix $Q$ is positive definite if and only if it can be expressed as $Q = TT^T$, where $T$ is a lower triangular matrix with diagonal elements given by the positive square root of the eigenvalues. This is equivalent to saying that $Q$ can be expressed as
\[ Q = TAT^T, \quad (A.4) \]

5.6 A symmetric $n \times n$ matrix $Q$ is positive definite if and only if all the principal diagonal minors are strictly positive. That is, $Q$ is positive definite if and only if
\[
\begin{vmatrix}
q_{11} & q_{12} & \cdots & q_{1n} \\
q_{21} & q_{22} & \cdots & q_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
q_{i1} & q_{i2} & \cdots & q_{in}
\end{vmatrix} > 0, \quad i = 1, 2, \ldots, n.
\]

5.7 For negative-definite matrices the condition states that the principal diagonal minors should be positive if $i$ is even, and negative if $i$ is odd.

Maxima and Minima of Quadratic Functions

6.1 If $Q$ is singular, the unique point $x^*$ at which the gradient of the quadratic function defined by Eq. (A.1) vanishes is a local–global minimum (maximum) if and only if $Q$ is positive (negative) definite. This is seen by verifying that for any point, $x \neq x^*$, the difference $y(x) - y(x^*)$ is always positive (negative):
\[
y(x) - y(x^*) = xP^T - x^*P^T + xQx^T - x^*Qx^T \\
= -2xQx^T + 2x^*Qx^* + xQx^T - x^*Qx^T \\
= xQx^T + x^*Qx^* - 2xQx^T = (x - x^*)Q(x - x^*),
\]
which if $x \neq x^*$ is positive (negative) if and only if $Q$ is positive (negative) definite. In the above derivation we used the equality $P = -2x^*Q$ from paragraph 2.2.
Appendix B  The Algebra of Expectations with Matrices

1.1 Throughout this appendix we study a vector-valued random variable \( \mathbf{X} = (X_1, \ldots, X_n) \) and another random variable \( \mathbf{Y} = (Y_1, \ldots, Y_l) \) that is related to \( \mathbf{X} \) by a linear transformation

\[
\mathbf{Y} = \mathbf{X} \mathbf{A} + \mathbf{B}, \tag{B.1}
\]

where \( \mathbf{A} \) is an \( n \times l \) matrix of constants \( a_{ij} \), and \( \mathbf{B} \) is an \( l \times 1 \) vector of constants \( b_i \). Equation (B.1) can be written in expanded notation as

\[
Y_i = \sum_{k=1}^n X_k a_{ik} + b_i, \quad i = 1, \ldots, l. \tag{B.2}
\]

1.2 If we denote the means of \( \mathbf{X} \) and \( \mathbf{Y} \) by \( \mathbf{m}_x = [E(X_1), \ldots, E(X_n)] \) and \( \mathbf{m}_y = [E(Y_1), \ldots, E(Y_l)] \), we can write

\[
\mathbf{m}_y = \mathbf{m}_x \mathbf{A} + \mathbf{B}. \tag{B.3}
\]

This can be seen by taking expectations on both sides of Eq. (B.2) and using the fact that the expectation of a linear function is the function of the expectations.

1.3 If we let \( \sigma_{x,ij} \) denote the covariance of \( X_i \) and \( Y_j \), and \( \sigma_{y,ij} \) the covariance of \( Y_i \) and \( Y_j \), we can develop a similar relationship between the covariances of \( \mathbf{X} \) and \( \mathbf{Y} \). Let us first arrange the covariances of the elements of \( \mathbf{X} \) and \( \mathbf{Y} \) in two square \( n \times n \) and \( l \times l \) matrices \( \Sigma_x = \{\sigma_{x,ij}\} \) and \( \Sigma_y = \{\sigma_{y,ij}\} \). These matrices are symmetric because the covariance of two random variables has the commutative property.

1.4 As is shown below, they are related by

\[
\Sigma_y = \mathbf{A}^\top \Sigma_x \mathbf{A}. \tag{B.4}
\]

The elements of \( \Sigma_x \) can be expressed as

\[
\sigma^2_{x,ij} = E[(Y_i - E(Y_i))(Y_j - E(Y_j))],
\]

and, defining the expectation of a matrix as a matrix containing as elements the expectations of the elements of the original matrix, we can write

\[
\Sigma_y = E[(\mathbf{Y} - \mathbf{m}_y)(\mathbf{Y} - \mathbf{m}_y)^\top]. \tag{B.5}
\]

Since by subtraction of Eq. (B.3) from Eq. (B.1)

\[
(\mathbf{Y} - \mathbf{m}_y) = (\mathbf{X} - \mathbf{m}_x) \mathbf{A},
\]

Eq. (B.5) can be rewritten as

\[
\Sigma_y = E[(\mathbf{X} - \mathbf{m}_x) \mathbf{A}^\top (\mathbf{X} - \mathbf{m}_x) \mathbf{A}] = E[\mathbf{A}^\top (\mathbf{X} - \mathbf{m}_x)(\mathbf{X} - \mathbf{m}_x) \mathbf{A}].
\]

Furthermore, since the expectation of a linear function is a linear function of the expectations, we can bring \( \mathbf{A}^\top \) and \( \mathbf{A} \) outside of the expectation and have

\[
\Sigma_y = \mathbf{A}^\top E[(\mathbf{X} - \mathbf{m}_x)(\mathbf{X} - \mathbf{m}_x)] \mathbf{A} = \mathbf{A}^\top \Sigma_x \mathbf{A},
\]

which coincides with Eq. (B.4).

1.5 Covariance matrices must be positive semidefinite. This is true because otherwise the diagonalization of a covariance matrix \( \Sigma_x \) (see Appendix A, paragraph 4.1)

\[
\Sigma_x = \mathbf{L} \mathbf{D} \mathbf{L}^\top
\]

would yield a negative element in \( \mathbf{A} \) (Appendix A, paragraph 5.2) and this would mean that at least one of the elements of the transformed random variable \( \mathbf{X} L \), whose covariance matrix is \( \mathbf{A} \) [this follows from Eq. (B.4)], would have a negative variance.

1.6 If a covariance matrix is singular, at least one of the elements of \( \mathbf{A} \) is zero (from Appendix A, \[ \Sigma_x \mathbf{d} = \prod_{i=1}^{l} \lambda_i \mathbf{d} \] and the variance of one of the elements of \( \mathbf{X} L \) is zero. Consequently, that element is constant and there is a deterministic linear relationship between the elements of \( \mathbf{X} \). In other words, the values of \( \mathbf{X} \) that can occur are concentrated in a hyperplane of \( \mathbf{R}^n \).
Appendix C  Some Properties of the Multivariate Normal Distribution

The Standard Normal Distribution and the Logistic Curve

1.1 A continuous scalar random variable \( X \) is standard normal distributed if its density function is given by

\[
\phi(x) = \frac{1}{\sqrt{2\pi}} \exp(-x^2/2), \quad -\infty < x < \infty. \tag{C.1}
\]

1.2 The cumulative distribution, which is called the standard normal curve,

\[
\Phi(x) = \int_{-\infty}^{x} \frac{1}{\sqrt{2\pi}} \exp(-w^2/2) \, dw, \quad -\infty < x < \infty, \tag{C.2}
\]

is a monotonically increasing function going from zero to one as \( x \) goes from \(-\infty\) to \( \infty\).

1.3 A standard normal random variable has zero mean and unit variance. Table C.1 includes values of \(-\log[\Phi(x)]\) from \( x = -7.9 \) to \( x = 0 \). For smaller values of \( x \) the approximation

\[
-\log[\Phi(x)] = x^2/2 + \ln|x| + 0.92, \quad x \to -\infty, \tag{C.3}
\]

yields an absolute error for \( \log \Phi(x) \) smaller than 0.02 and a relative error smaller than 2\% for \( \Phi(x) \). For positive values of \( x \) we use \( \Phi(x) = 1 - \Phi(-x) \).

1.4 A continuous random variable is logistically distributed with mean zero and unit standard deviation if its cumulative distribution function is

\[
L(x) = \frac{\exp(x\pi/\sqrt{3})}{1 + \exp(x\pi/\sqrt{3})}, \quad -\infty < x < \infty. \tag{C.4}
\]
1.5 Table C.1 also gives the values of $-\log L(x)$ from $x = -7.9$ to $x = 0$. For smaller values of $x$, Eq. (C.4) is approximated well by

$$-\log [L(x)] = x^2/3, \quad x \to -\infty.$$  \hspace{1cm} (C.5)

Note that Eq. (C.5) is linear in $x$ but Eq. (C.4) is (approximately) quadratic. As with the standard normal curve for positive values of $x$ we can use $L(x) = 1 - L(-x)$.

### The Multivariate Normal Distribution

2.1 A vector-valued random variable $X = (X_1, \ldots, X_n)$ is multivariate normally (MVN) distributed with mean $m = (m_1, \ldots, m_n)$ and nonsingular covariance matrix

$$\Sigma = \begin{bmatrix} \sigma^2_1 & \sigma^2_2 & \cdots & \sigma^2_n \\ \vdots & \vdots & \ddots & \vdots \\ \sigma^2_1 & \sigma^2_2 & \cdots & \sigma^2_n \end{bmatrix},$$

if its density function is

$$\phi(x|m, \Sigma) = \frac{1}{(2\pi)^{n/2} |\Sigma|^{1/2}} \exp\left[-\frac{1}{2} (x - m)^T \Sigma^{-1} (x - m)\right].$$  \hspace{1cm} (C.6)

2.2 A very important property of the MVN family is that it is closed under linear transformations. That is, if $Y = (Y_1, \ldots, Y_l)$ is related to $X$ by

$$Y = AX + B,$$

where $A$ is an $n \times l$ matrix, and $B$ a $1 \times l$ vector of constants, the vector $Y$ is MVN distributed with mean vector and covariance matrix given by (see Appendix B, paragraphs 1.2 and 1.4)

$$m_y = mA + B$$  \hspace{1cm} (C.7)

and

$$\Sigma_y = A^T \Sigma A.$$  \hspace{1cm} (C.8)

If $l \leq n$ and rank $(A) = l$, $\Sigma_y$ may be nonsingular, and the density function of $Y$ is

$$\phi_y(y|m_y, \Sigma_y).$$  \hspace{1cm} (C.9)

2.3 A consequence of this result is that the one-dimensional normal cumulative distribution function $\Phi(x|m, \sigma^2)$, with mean $m$ and variance $\sigma^2$, is standardizable because it can be expressed as a function of the standard normal curve. If $X$ is normal with mean $m$ and variance $\sigma^2$, the linear transformation $Y = X/\sigma - m/\sigma$ yields a standard normal random variable.

Consequently

$$\Phi(x|m, \sigma^2) = \Pr\{X \leq x\} = \Pr\{Y \sigma + m \leq x\} = \Pr\{Y \leq (x - m)/\sigma\} = \Phi((x - m)/\sigma)$$

and it is possible to determine $\Phi(x|m, \sigma^2)$ from Table C.1.

### The Chi-Square Distribution

3.1 A scalar random variable $Z_n$, obtained from a set of $n$ independent identically distributed normal random variables $X_1, \ldots, X_n$ by

$$Z_n = \sum_{i=1}^n X_i^2,$$  \hspace{1cm} (C.10)

has a chi-square distribution with $n$ degrees of freedom (abbreviated as $\chi^2_n$).

3.2 The probability density function of $Z_n$ is

$$f_{Z_n}(x) = \frac{2^{-n/2}}{\Gamma(n/2)} x^{n/2 - 1} e^{-x/2},$$

where $\Gamma(\cdot)$ is the gamma function; its mean and variance are $n$ and $2n$, respectively.

3.3 Unfortunately, the cumulative distribution function neither assumes a closed form nor is standardizable. Because of this, only the percentile points of $Z_n$ can be given in a reasonable amount of space. Table C.2 contains the upper tail percentile points of $\chi^2_n$ for up to 50 degrees of freedom. For more degrees of freedom the 100\% percentile of $Z_n$, $Z^2_{n,100}$, can be approximated by

$$\chi^2_{n,100} \approx n \left[ 1 - \frac{2}{9n} + \eta_n \sqrt{\frac{2}{9n}} \right].$$  \hspace{1cm} (C.11)

where $\eta_n$ is the 100\% percentile of a standard normal random variable.

### The Distribution of Some Quadratic Forms

4.1 If $X = (X_1, \ldots, X_n)$ is MVN distributed with mean $m$ and a nonsingular covariance matrix $\Sigma$, the scalar random variable $Z_n$, defined by the quadratic form

$$Z_n = (X - m)^T \Sigma^{-1} (X - m),$$  \hspace{1cm} (C.12)

is $\chi^2_n$ distributed.

This is easy to see because $\Sigma$ is positive definite [it is positive semidefinite (Appendix B, paragraph 1.5) and nonsingular] and, consequently, so is
### Table C.2 (continued)

<table>
<thead>
<tr>
<th>Degrees of freedom</th>
<th>0.900</th>
<th>0.950</th>
<th>0.975</th>
<th>0.990</th>
<th>0.995</th>
<th>0.999</th>
</tr>
</thead>
<tbody>
<tr>
<td>41</td>
<td>52.949</td>
<td>56.942</td>
<td>60.561</td>
<td>64.950</td>
<td>68.053</td>
<td>74.745</td>
</tr>
<tr>
<td>42</td>
<td>54.092</td>
<td>58.124</td>
<td>61.777</td>
<td>66.206</td>
<td>69.336</td>
<td>76.084</td>
</tr>
<tr>
<td>43</td>
<td>55.230</td>
<td>59.304</td>
<td>62.990</td>
<td>67.459</td>
<td>70.616</td>
<td>77.419</td>
</tr>
<tr>
<td>44</td>
<td>56.369</td>
<td>60.481</td>
<td>64.201</td>
<td>68.710</td>
<td>71.893</td>
<td>78.750</td>
</tr>
<tr>
<td>45</td>
<td>57.505</td>
<td>61.656</td>
<td>65.410</td>
<td>69.957</td>
<td>73.166</td>
<td>80.077</td>
</tr>
<tr>
<td>46</td>
<td>58.641</td>
<td>62.830</td>
<td>66.617</td>
<td>71.201</td>
<td>74.437</td>
<td>81.400</td>
</tr>
<tr>
<td>47</td>
<td>59.774</td>
<td>64.001</td>
<td>67.821</td>
<td>72.443</td>
<td>75.704</td>
<td>82.720</td>
</tr>
<tr>
<td>48</td>
<td>60.907</td>
<td>65.171</td>
<td>69.025</td>
<td>73.683</td>
<td>76.969</td>
<td>84.037</td>
</tr>
<tr>
<td>49</td>
<td>62.038</td>
<td>66.339</td>
<td>70.222</td>
<td>74.919</td>
<td>78.231</td>
<td>85.351</td>
</tr>
<tr>
<td>50</td>
<td>63.167</td>
<td>67.505</td>
<td>71.420</td>
<td>76.154</td>
<td>79.490</td>
<td>86.661</td>
</tr>
</tbody>
</table>

\[ \Sigma^{-1} (\text{see Appendix A, paragraphs 5.3 and 5.4}), \text{ The Cholesky factorization of } \Sigma^{-1} \text{ is } \Sigma^{-1} = TT^T, \]

which enables us to express Eq. (C.12) as

\[ Z_n = [(X - m)T][(X - m)T]^T]. \]

The variable \((X - m)T\) is a linear function of \(X\) and is therefore MVN distributed with mean

\[ E[(X - m)T] = mT - mT = 0, \]

and covariance matrix

\[ \text{cov}[(X - m)T] = T^T \Sigma T = T^T (TT^T)^{-1} T = T^T (T^{-1})^{-1} T = I. \]

Since \(Z_n\) is the sum of the squares of the elements of \((X - m)T\) and these elements are independent standard normal variables \(Z_i\) is given by an expression like Eq. (C.10) and it is therefore \(X_{\text{chisq}, 2}^2\) distributed.
Appendix D  
Some Definitions and Properties of Convex and Concave Functions

Convex Sets and Convex (Concave) Functions

1.1 A set \( \mathcal{H} \) of points in \( \mathbb{R}^n \) is convex if for any pair of points \( x^{(1)} \) and \( x^{(2)} \) belonging to \( \mathcal{H} \) and for any real number \( \alpha \) between zero and one, \( x^{(1)} + (x^{(2)} - x^{(1)})\alpha \) also belongs to \( \mathcal{H} \); in geometric terms the line segment joining two points of the set also belongs to the set. Note that \( \mathbb{R}^n \) is convex.

1.2 A function \( y = F(x) [x = (x_1, \ldots, x_n)] \) of several variables is strictly convex (concave) if the following "chord above (below) the curve" property holds:

\[
\text{Convex} \quad F(x^{(1)} + \alpha(x^{(2)} - x^{(1)})) < F(x^{(1)}) + \alpha[F(x^{(2)}) - F(x^{(1)})], \quad (D.1)
\]

\[
\text{Concave} \quad F(x^{(1)} + \alpha(x^{(2)} - x^{(1)})) > F(x^{(1)}) + \alpha[F(x^{(2)}) - F(x^{(1)})], \quad (D.2)
\]

for every \( 0 < \alpha < 1 \) and any pairs of points \( x^{(1)} \neq x^{(2)} \).

1.3 If the strict inequality signs are replaced by inequality or equality signs, we say that \( F(x) \) is convex (concave).

1.4 It immediately follows from the definition that changing the sign of a (strictly) convex function results in a (strictly) concave function. The converse is also true.

Since this result enables us to transform any property of convex functions into a parallel property of concave functions, for the rest of this appendix we shall restrict our attention to convex functions.

1.5 If Eq. (D.1), or the equivalent definition in paragraph 1.3, holds only between pairs of points belonging to a convex set \( \mathcal{H} \), we say that \( F(x) \) is convex, or strictly convex, in that convex set. Note that since \( \mathcal{H} \) is convex, \([x^{(1)} + \alpha(x^{(2)} - x^{(1)})] \in \mathcal{H} \).

Differential Properties of Convex Functions

A proof of the following three results can be found in Avriel (1976):

2.1 The Hessian matrix of a continuously twice-differentiable function \( F(x) \) in an open convex set \( \mathcal{H} \) is positive semidefinite in \( \mathcal{H} \) if and only if \( F(x) \) is convex in \( \mathcal{H} \).

2.2 If the Hessian matrix of a continuously twice differentiable function \( F(x) \) in an open convex set \( \mathcal{H} \) is positive definite in \( \mathcal{H} \), \( F(x) \) is strictly convex in \( \mathcal{H} \). The converse is true, however, since there are strictly convex functions whose Hessian is not positive definite (e.g., \( y = x^4 \) is strictly convex in \( \mathbb{R} \) but \( d^2 y/dx^2 |_{x=0} = 0 \)).

2.3 A differentiable function \( F(x) \) is convex in an open convex set \( \mathcal{H} \) if and only if

\[
F(x^{(1)}) + \nabla_x F(x^{(1)})(x^{(2)} - x^{(1)})^T \leq F(x^{(2)}) \quad (D.3)
\]

for any two points \( x^{(2)} \neq x^{(1)} \) belonging to the set \( \mathcal{H} \).

The same result with a strict inequality sign holds for strictly convex functions. Note that for functions of one variable, Eq. (D.3) can be rewritten as

\[
\frac{dF(x)}{dx} \leq \frac{F(x^{(2)}) - F(x^{(1)})}{x^{(2)} - x^{(1)}} \quad \text{for } x^{(2)} \neq x^{(1)}.
\]

In other words a differentiable function of one variable is (strictly) convex in an open interval \( \mathcal{H} \) if and only if its first derivative is (strictly) increasing in \( \mathcal{H} \).

Unimodality of Convex Functions

3.1 A function that is convex in an open convex set \( \mathcal{H} \) cannot have a local minimum in \( \mathcal{H} \) that is not also global in \( \mathcal{H} \). This is proven by contradiction. Let \( x^* \in \mathcal{H} \) be a local minimum of \( F(x) \) and assume that the statement is false; then there is a point \( x^{(1)} \in \mathcal{H} \), different from \( x^* \), for which \( F(x^{(1)}) > F(x^*) \); and because \( x^* \) is a local minimum belonging to the interior of \( \mathcal{H} \), there is a point \( x^{(2)} \) defined as

\[
x^{(2)} = x^* + \varepsilon(x^{(1)} - x^*)
\]

that for some \( 0 < \varepsilon < 1 \) satisfies \( F(x^{(2)}) > F(x^*) \) and \( x^{(2)} \in \mathcal{H} \).

Since \( F(x^{(1)}) < F(x^*) \leq F(x^{(2)}) \) with \( x^{(1)}, x^{(2)} \in \mathcal{H} \), and

\[
x^{(2)} = x^* + \varepsilon(x^{(1)} - x^*)
\]

we have a contradiction with the definition of a minimum.
Eq. (D.1) (with $a \leq \lambda$) cannot hold for extreme points $x^*$ and $x^{(1)}$ when $a = \varepsilon$, and $F(x)$ could not be convex in $\mathcal{H}$.

3.2 A function that is strictly convex in an open convex set $\mathcal{H}$ has at most one local minimum $x^*$ in $\mathcal{H}$. We prove this by contradiction too. Assume that $x^{(1)} \in \mathcal{H}$ is another local minimum; then by paragraph 3.1, $F(x^{(1)}) = F(x^*)$, and since for a sufficiently small but positive $\varepsilon$

\[ F(x^{(1)} + \varepsilon(x^* - x^{(1)})) \geq F(x^{(1)}) \]

($x^{(1)}$ is a local minimum), condition (D.1) cannot be met with $x^{(2)} = x^*$ and $a = \varepsilon$.

3.3 The gradient of a differentiable strictly convex function $F(x)$, defined in an open convex set $\mathcal{H}$, vanishes at most once in $\mathcal{H}$ and it does so, that point $x^*$ is the unique local-global maximum of $F(x)$ in $\mathcal{H}$.

If the gradient vanishes at $x^*$, paragraph 2.3 ensures that $x^*$ is a local minimum, which by paragraph 3.2 is unique and by paragraph 3.1 global.

Other Properties of Convex Functions

4.1 If $F(x) = [F_1(x), \ldots, F_n(x)]$ is a set of convex functions defined in a convex set $\mathcal{H}$, a linear combination of $F(x)$ with nonnegative coefficients

\[ G(x) = \sum_{i=1}^{m} \beta_i F_i(x), \quad \beta_i \geq 0, \quad (D.4) \]

is also convex in $\mathcal{H}$. Furthermore, if none of the functions $F_i(x)$ with a positive coefficient $\beta_i > 0$ is strictly convex, $G(x)$ is strictly convex.

These results are easily verified by entering with $G(x)$ into the definition of convex and strictly convex functions given in paragraphs 1.2 and 1.3.

4.2 If $Y = [Y_1, \ldots, Y_m]$ is a vector-valued random variable and $F(x, y)$ is a (strictly) convex function of $x$ for every value of $y$, $G(x) = E_Y[F(x, Y)]$ is a (strictly) convex function of $x$.

This is seen by writing

\[ G(x) = \int_{y_1} \cdots \int_{y_n} F(x, y)F_Y(y) dy, \]

where $F_Y(y)$ represents the mass-density function of $Y$, and entering with this expression into the definition of (strictly) convex functions given in paragraphs 1.2 and 1.3.

4.3 If $F(x)$ is a convex function of $x = (x_1, \ldots, x_m)$, $A$ is an arbitrary $m \times n$ matrix, and $y$ is an $m$-dimensional row vector, then $G(y) = F(yA)$ is a convex function of $y$.

As with paragraphs 4.1 and 4.2, this is proven by entering with $G(y)$ into the definition of convex function given in paragraph 1.2.
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